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Abstract

A numerical test is carried out on the theory proposed by one of the authors [Allegra (1979). Acta Cryst. A 35, 213–220], which derives three-phase invariants from the Patterson function. The method is checked with two structures already solved (P1 space group). For the strong Sayre triples the calculated cosine invariants are generally positive; the negative invariants arise from relatively minor features of the Patterson background, and so are more difficult to obtain. With a suitable choice both of the error standard deviation and of the degree of sharpening of the Patterson function, the average value of the calculated cosine invariants within small subsets of Sayre triples is reasonably close to +1, while that of the negative invariants is either smaller and positive or slightly negative. The agreement between the test calculations and the results obtained after structural refinement is much improved if the calculated amplitudes and an extended limiting sphere are used instead of the experimental data.

Computational procedure

The three-phase cosine invariants are derived from a set of inhomogeneous linear equations, each set comprising in principle all triples involving one particular 'pivot' reflection, the reciprocal vector of which is \( \mathbf{H} \). The \( j \)th equation of the related system, associated with the reciprocal vector \( \mathbf{K}_j \), reads

\[
\sum_j \left[ 2 - \delta(\mathbf{H} - 2\mathbf{K}_j) \right] |F_{\mathbf{K}_j}| |F_{\mathbf{H} - \mathbf{K}_j}| (Q_{\mathbf{H} - \mathbf{K}_j} + Q_{\mathbf{K}_j}) 
\times \cos(\varphi_{-\mathbf{H}} + \varphi_{-\mathbf{K}_j} + \varphi_{\mathbf{H} + \mathbf{K}_j}) 
= -2 |F_0| F_\mathbf{H}! (Q_{\mathbf{H} - \mathbf{K}_j} + Q_{\mathbf{K}_j}),
\]

(1)

where \( \delta \) is the Kronecker delta. The meaning of \( Q_{\mathbf{K}_j} \) is

\[
Q_{\mathbf{K}_j} = \int \frac{1}{\langle P^2(\mathbf{u}) \rangle} \cos(2\pi \mathbf{K} \cdot \mathbf{u}) \, d^3 \mathbf{u},
\]

(2)

where \( \langle P^2(\mathbf{u}) \rangle \) stands for 'best estimate of the square of the Patterson function \( P(\mathbf{u}) \) at the vector point \( u \) within the unit-cell volume \( V \). In actual practice, if the calculated value \( P(\mathbf{u}) \) is sufficiently larger than zero we have

\[
\langle \hat{P}^2(\mathbf{u}) \rangle = P^2(\mathbf{u}) + \sigma_p^2
\]

(3)

where \( \sigma_p^2 \), i.e. the error variance of \( P(\mathbf{u}) \), is assumed to be constant throughout the unit cell. If \( P(\mathbf{u}) \) is very close to or smaller than zero a more general statistical criterion is needed to evaluate \( \langle P^2(\mathbf{u}) \rangle \) (see Allegra, 1979, Fig. 1). Although the \textit{a priori} evaluation of \( \sigma_p \) appears to be rather difficult, we decided to take it of the same order of magnitude as the lowest value of the Patterson function, see following. It should be pointed out that in system (1) the only unknowns are the cosine invariants, all the remaining quantities being derivable from the observed amplitudes.

Indicating with \( c_\mathbf{H}(\mathbf{u}) \) the cosine invariant \( \cos(\varphi_{-\mathbf{H}} + \varphi_{\mathbf{K}_j} + \varphi_{\mathbf{H} - \mathbf{K}_j}) \) within system (1), from an analysis of the coefficients \( Q_{\mathbf{K}_j} \) and assuming all the three amplitudes \( |F_{\mathbf{H}}|, |F_{\mathbf{K}_j}| \) and \( |F_{\mathbf{H} - \mathbf{K}_j}| \) to be large, it was suggested that the coefficient of the diagonal element \( c_\mathbf{H}(\mathbf{u}) \) should be usually very large and positive, while the constant term on the right-hand side should also be large and positive. In conclusion, the most probable sign of \( c_\mathbf{H}(\mathbf{u}) \) is positive if the three amplitudes contributing to the...
triple are large, in agreement with the current statistical theories. Accordingly, it is a reasonable expectation that if any cosine invariant is to be negative, relatively minor details of the low-valued Patterson regions should concur to determine its negative value from system (1).

From our numerical analysis, details of this sort are strongly influenced by the following factors: (i) the experimental error of the observed amplitudes; (ii) the series truncation in the evaluation of \( P(\mathbf{u}) \); (iii) the choice of \( \sigma_p \); (iv) the (possible) degree of sharpening of \( P(\mathbf{u}) \). As for the last item, we have used the following procedure to build up a partially sharpened Patterson function. Let \( Z_i \) and \( f_r(\mathbf{H}) \) respectively be the atomic number of the \( i \)th atom and its scattering factor at the reciprocal point \( \mathbf{H} \). If \( p \) is a parameter between zero and unity, defining

\[
g_i(\mathbf{H}) = (1-p)Z_i + pf_r(\mathbf{H}),
\]

the coefficients of the partially sharpened Patterson function are

\[
\rho^2_{\mathbf{H}} = \frac{\sum Z_i^2}{\sum g_i^2(\mathbf{H})},
\]

where the sums are extended to all the atoms within the unit cell. It is easy to verify that by setting \( p = 1 \) we have a completely sharpened function, i.e. the contributing atoms are (approximately) reduced to point-like entities, while for \( p = 0 \) the usual Patterson coefficients are employed. A large value of \( p \) may expand the background details that are important for our purposes, but it may inflate the error and truncation effects at the same time; search for a compromise is one of the scopes of the present investigation.

**Numerical results and discussion**

Two previously solved structures were used in our calculations, namely that of the \( A\text{-cis}'\text{-cis} \) stereoisomer of dodecahydrotripymitycene (Albinati, Brückner & Allega, 1977; structure A) and that of 2-exo-(2-methylallyl)norbornane-3-exo-carboxylic acid (Albinati, Zocchi, Germain & Declercq, 1973; structure B), both of which belong to the \( P1 \) space group, as anticipated. The two structures respectively contain a total of 40 and 28 C + O atoms within the unit cell.

Each system of linear equations like (1), based on any selected reciprocal vector \( \mathbf{H} \), may produce many cosine invariants; in our cases an average of about one hundred significant invariants per basic reflection was obtained. Consequently, instead of giving all the results in detail we decided to show the average values of the invariants grouped within subsets according to the value of \(|E_{-\mathbf{H}}E_\mathbf{K}E_{\mathbf{H}-\mathbf{K}}|\), limiting our analysis to the reflections with \(|E| > 1\). The subsets were constructed as given in Table 1, and the average values will be given separately for the cosine invariants known to be positive and for those known to be negative. Also, we will compare the results obtained from functions \( \langle P^2(\mathbf{u}) \rangle \) [see (2)] evaluated under different conditions, with the purpose of testing the effects of the factors (i) to (iv) listed in the previous section.

Table 2 reports some results obtained with the same degree of sharpening \([p = 0.8, \text{see (4)}]\) and with three different values of \( \sigma_p \) for both structures. The figure selected for \( p \) appeared to represent the best compromise between the contrasting requirements discussed in the previous section. Calculated cosines outside the allowed range \((-1)-(+1)\) may appear for low \( \sigma_p \)'s; conversely, for high \( \sigma_p \)'s they tend to assume uniform values much smaller than unity. These observations agree with the conclusion that inadequate account of the experimental error (i.e. too low a \( \sigma_p \)) may lead to erratic results while allowing for too wide error limits (high \( \sigma_p \)) may wipe out all the relevant information. As expected, the calculated cosines tend to be positive even when referring to a triple known to be negative, although they are smaller in this case than the corresponding cosines of positive triples, with virtually no exception.

Table 3 shows a comparison for both structures between the results obtained for various degrees of sharpening \( p \) although with a fixed \( \sigma_p \). Remembering that a strong sharpening emphasizes the details, therefore corresponding to the effect of a low \( \sigma_p \), the results of Table 2 produce information analogous to that extracted from Table 1. The value \( p = 0.8 \) appears to lead to optimal results in both cases.

Table 4 shows the effect of the random errors, in addition to that of series truncation, for both structures. The cosine invariants calculated from the observed amplitudes, truncated at a minimum spacing \( d_{\text{min}} = 0.9 \AA \), are compared with those derived from the calculated amplitudes, with \( d_{\text{min}} = 0.6 \AA \); the same values of \( \sigma_p \) and \( p \) are applied to both Patterson maps. As expected, the maps from the calculated amplitudes give a much better prediction for the negative cosine invariants.

A deeper analysis was applied to results obtained with \( \sigma_p = 60 e^2 \AA^{-3} \) and \( p = 0.8 \) for structure \( A \) and \( \sigma_p = 20 e^2 \AA^{-3} \) and \( p = 0.8 \) for structure \( B \), i.e. the values of \( \sigma_p \) and \( p \) giving estimated average cosines of order unity without great departures of single values from the mean (the calculated cosines range rather uniformly from \(-0.2\) to \(1.2\)). Results are reported in

<table>
<thead>
<tr>
<th>Type of subset</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of (</td>
<td>E_{-\mathbf{H}}E_\mathbf{K}E_{\mathbf{H}-\mathbf{K}}</td>
<td>)</td>
<td>&gt;20</td>
<td>14-20</td>
<td>9-14</td>
</tr>
</tbody>
</table>
Each section summarizes the results from the system of linear equations based on the reflection indicated at the top, together with its $E$ value in parentheses. Triples are classified into five subsets (see first column) according to the value of $\Delta E_{\text{rep}}$, see Table 1. Within each subset the triples known to be positive (+) are separated from those known to be negative (−). Under each (+, −) label three columns report average values of $C_{\text{rep}}(i)$'s corresponding to the three values of $\sigma_p$ used in the calculation ($e^2 \AA^{-1}$), see text. Numbers in parentheses indicate how many triples contribute to the average. The parameter $p$ is set equal to 0.8.

### Structure A

<table>
<thead>
<tr>
<th>Subset</th>
<th>$\sigma_p$</th>
<th>(+)</th>
<th>(−)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>Reflection 6 - 5 1 (E = 6.55)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (69)</td>
<td>2.278</td>
<td>1.289</td>
<td>1.115</td>
</tr>
<tr>
<td>2 (26)</td>
<td>-0.1222</td>
<td>0.686</td>
<td>0.770</td>
</tr>
<tr>
<td>3 (1)</td>
<td>0.696</td>
<td>0.976</td>
<td>0.964</td>
</tr>
<tr>
<td>Reflection 2 8 0 (E = 4.05)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (23)</td>
<td>1.129</td>
<td>0.818</td>
<td>0.728</td>
</tr>
<tr>
<td>2 (23)</td>
<td>1.375</td>
<td>0.838</td>
<td>0.748</td>
</tr>
<tr>
<td>3 (22)</td>
<td>1.054</td>
<td>0.736</td>
<td>0.674</td>
</tr>
<tr>
<td>Reflection 0 6 0 (E = 3.01)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (9)</td>
<td>1.037</td>
<td>0.773</td>
<td>0.672</td>
</tr>
<tr>
<td>2 (6)</td>
<td>1.075</td>
<td>0.725</td>
<td>0.623</td>
</tr>
<tr>
<td>3 (30)</td>
<td>1.138</td>
<td>0.678</td>
<td>0.600</td>
</tr>
<tr>
<td>4 (7)</td>
<td>0.754</td>
<td>0.414</td>
<td>0.379</td>
</tr>
<tr>
<td>5 (7)</td>
<td>1.310</td>
<td>0.798</td>
<td>0.674</td>
</tr>
<tr>
<td>Reflection 1 2 1 (E = 2.80)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (7)</td>
<td>1.276</td>
<td>1.032</td>
<td>0.927</td>
</tr>
<tr>
<td>2 (8)</td>
<td>0.906</td>
<td>0.855</td>
<td>0.790</td>
</tr>
<tr>
<td>3 (17)</td>
<td>1.198</td>
<td>0.847</td>
<td>0.771</td>
</tr>
<tr>
<td>4 (20)</td>
<td>0.634</td>
<td>0.687</td>
<td>0.637</td>
</tr>
<tr>
<td>5 (11)</td>
<td>0.791</td>
<td>0.716</td>
<td>0.691</td>
</tr>
<tr>
<td>Reflection 4 - 1 1 (E = 2.80)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (7)</td>
<td>1.018</td>
<td>0.845</td>
<td>0.762</td>
</tr>
<tr>
<td>2 (10)</td>
<td>1.333</td>
<td>0.918</td>
<td>0.814</td>
</tr>
<tr>
<td>3 (22)</td>
<td>0.671</td>
<td>0.594</td>
<td>0.567</td>
</tr>
<tr>
<td>4 (7)</td>
<td>0.757</td>
<td>0.591</td>
<td>0.525</td>
</tr>
<tr>
<td>5 (3)</td>
<td>1.743</td>
<td>0.948</td>
<td>0.632</td>
</tr>
<tr>
<td>Reflection -1 0 1 (E = 2.40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (6)</td>
<td>1.230</td>
<td>1.121</td>
<td>0.945</td>
</tr>
<tr>
<td>2 (6)</td>
<td>2.050</td>
<td>0.932</td>
<td>0.874</td>
</tr>
<tr>
<td>3 (19)</td>
<td>2.130</td>
<td>0.954</td>
<td>0.874</td>
</tr>
<tr>
<td>4 (22)</td>
<td>1.846</td>
<td>0.835</td>
<td>0.750</td>
</tr>
<tr>
<td>5 (16)</td>
<td>2.036</td>
<td>0.743</td>
<td>0.638</td>
</tr>
<tr>
<td>Reflection -2 0 2 (E = 2.06)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (1)</td>
<td>1.671</td>
<td>1.423</td>
<td>1.238</td>
</tr>
<tr>
<td>2 (2)</td>
<td>1.117</td>
<td>1.037</td>
<td>0.928</td>
</tr>
<tr>
<td>3 (8)</td>
<td>1.086</td>
<td>0.829</td>
<td>0.712</td>
</tr>
<tr>
<td>4 (18)</td>
<td>0.567</td>
<td>0.564</td>
<td>0.523</td>
</tr>
<tr>
<td>5 (21)</td>
<td>0.564</td>
<td>0.477</td>
<td>0.434</td>
</tr>
</tbody>
</table>

### Structure B

<table>
<thead>
<tr>
<th>Subset</th>
<th>$\sigma_p$</th>
<th>(+)</th>
<th>(−)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Reflection -1 0 1 (E = 3.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (4)</td>
<td>1.132</td>
<td>0.841</td>
<td>0.625</td>
</tr>
<tr>
<td>2 (11)</td>
<td>1.197</td>
<td>0.818</td>
<td>0.638</td>
</tr>
<tr>
<td>3 (16)</td>
<td>1.166</td>
<td>0.912</td>
<td>0.623</td>
</tr>
<tr>
<td>4 (30)</td>
<td>1.030</td>
<td>0.791</td>
<td>0.581</td>
</tr>
<tr>
<td>5 (26)</td>
<td>1.070</td>
<td>0.744</td>
<td>0.520</td>
</tr>
<tr>
<td>Reflection 2 - 3 1 (E = 2.40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (1)</td>
<td>0.806</td>
<td>0.617</td>
<td>0.423</td>
</tr>
<tr>
<td>2 (3)</td>
<td>0.962</td>
<td>0.634</td>
<td>0.448</td>
</tr>
<tr>
<td>3 (7)</td>
<td>0.710</td>
<td>0.588</td>
<td>0.404</td>
</tr>
<tr>
<td>4 (22)</td>
<td>0.824</td>
<td>0.597</td>
<td>0.416</td>
</tr>
<tr>
<td>5 (34)</td>
<td>0.686</td>
<td>0.425</td>
<td>0.342</td>
</tr>
<tr>
<td>Reflection 3 - 2 2 (E = 1.80)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 (2)</td>
<td>0.688</td>
<td>0.594</td>
<td>0.318</td>
</tr>
<tr>
<td>4 (10)</td>
<td>0.638</td>
<td>0.578</td>
<td>0.313</td>
</tr>
<tr>
<td>5 (43)</td>
<td>0.575</td>
<td>0.417</td>
<td>0.254</td>
</tr>
<tr>
<td>Reflection 2 - 1 1 (E = 1.66)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 (1)</td>
<td>0.535</td>
<td>0.481</td>
<td>0.304</td>
</tr>
<tr>
<td>4 (10)</td>
<td>0.650</td>
<td>0.521</td>
<td>0.325</td>
</tr>
<tr>
<td>5 (43)</td>
<td>0.558</td>
<td>0.417</td>
<td>0.271</td>
</tr>
<tr>
<td>Reflection 1 0 0 (E = 1.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (2)</td>
<td>0.448</td>
<td>0.384</td>
<td>0.271</td>
</tr>
<tr>
<td>5 (50)</td>
<td>0.402</td>
<td>0.318</td>
<td>0.248</td>
</tr>
</tbody>
</table>

Table 2. Some results from structures A and B (see text)
Table 5 where the calculated cosines are grouped into five subsets according to their values and for each subset the number of known positive triples and the number of known negative triples are indicated. This table shows that the magnitude of the calculated cosines is itself a rough measure of confidence of their sign (provided there are no great distortions due to a bad choice of $\sigma_p$ and $p$).

Table 3. Some results from structures A and B

The effect of an increasing sharpening of the Patterson function is reported. Parameter $\sigma_p$ is set equal to 60 and 20 e$^2$ Å$^{-3}$ respectively.

Table 5

<table>
<thead>
<tr>
<th>Subset</th>
<th>(+)</th>
<th>(-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflection 6 -5 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.664</td>
<td>1.289</td>
</tr>
<tr>
<td>2</td>
<td>0.659</td>
<td>0.686</td>
</tr>
<tr>
<td>3</td>
<td>0.486</td>
<td>0.976</td>
</tr>
<tr>
<td>Reflection 2 8 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.393</td>
<td>0.818</td>
</tr>
<tr>
<td>2</td>
<td>0.352</td>
<td>0.838</td>
</tr>
<tr>
<td>3</td>
<td>0.273</td>
<td>0.736</td>
</tr>
<tr>
<td>Reflection 0 6 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.397</td>
<td>0.773</td>
</tr>
<tr>
<td>2</td>
<td>0.386</td>
<td>0.414</td>
</tr>
<tr>
<td>Reflection 1 2 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.598</td>
<td>1.032</td>
</tr>
<tr>
<td>2</td>
<td>0.581</td>
<td>0.855</td>
</tr>
<tr>
<td>3</td>
<td>0.678</td>
<td>0.847</td>
</tr>
<tr>
<td>Reflection 4 -1 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.533</td>
<td>0.845</td>
</tr>
<tr>
<td>2</td>
<td>0.565</td>
<td>0.918</td>
</tr>
<tr>
<td>3</td>
<td>0.522</td>
<td>0.594</td>
</tr>
<tr>
<td>4</td>
<td>0.532</td>
<td>0.591</td>
</tr>
<tr>
<td>5</td>
<td>0.335</td>
<td>0.798</td>
</tr>
<tr>
<td>Reflection 7 -1 0 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.195</td>
<td>1.121</td>
</tr>
<tr>
<td>2</td>
<td>1.173</td>
<td>0.954</td>
</tr>
<tr>
<td>3</td>
<td>0.999</td>
<td>0.835</td>
</tr>
<tr>
<td>4</td>
<td>0.865</td>
<td>0.743</td>
</tr>
<tr>
<td>Reflection 2 -2 0 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.631</td>
<td>1.423</td>
</tr>
<tr>
<td>2</td>
<td>0.658</td>
<td>1.037</td>
</tr>
<tr>
<td>3</td>
<td>0.487</td>
<td>0.829</td>
</tr>
<tr>
<td>4</td>
<td>0.424</td>
<td>0.564</td>
</tr>
<tr>
<td>5</td>
<td>0.299</td>
<td>0.477</td>
</tr>
</tbody>
</table>

Structure B

<table>
<thead>
<tr>
<th>Subset</th>
<th>(+)</th>
<th>(-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflection 1 0 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.710</td>
<td>0.806</td>
</tr>
<tr>
<td>2</td>
<td>0.874</td>
<td>0.962</td>
</tr>
<tr>
<td>3</td>
<td>0.576</td>
<td>0.710</td>
</tr>
<tr>
<td>4</td>
<td>0.731</td>
<td>0.824</td>
</tr>
<tr>
<td>5</td>
<td>0.631</td>
<td>0.686</td>
</tr>
<tr>
<td>Reflection 2 -3 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.500</td>
<td>0.688</td>
</tr>
<tr>
<td>4</td>
<td>0.625</td>
<td>0.638</td>
</tr>
<tr>
<td>5</td>
<td>0.456</td>
<td>0.575</td>
</tr>
<tr>
<td>Reflection 2 -1 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.455</td>
<td>0.535</td>
</tr>
<tr>
<td>4</td>
<td>0.672</td>
<td>0.630</td>
</tr>
<tr>
<td>5</td>
<td>0.468</td>
<td>0.559</td>
</tr>
<tr>
<td>Reflection 1 0 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.399</td>
<td>0.448</td>
</tr>
<tr>
<td>5</td>
<td>0.366</td>
<td>0.402</td>
</tr>
</tbody>
</table>

Table 3. Some results from structures A and B

The effect of an increasing sharpening of the Patterson function is reported. Parameter $\sigma_p$ is set equal to 60 and 20 e$^2$ Å$^{-3}$ respectively.
Table 4. Some results in structures A and B (see text and Table 2)

Comparison between calculations carried out with \( F_{\text{obs}} \)'s and with \( F_{\text{calc}} \)'s. The latter have been calculated up to \( \sin \theta/\lambda \approx 0.80 \). Parameter \( p \) is set equal to 0.8 while \( t_r \) is equal to 20 e\(^2\) A\(^{-3}\) in structure A and 20 e\(^2\) A\(^{-3}\) in structure B. Numbers in parentheses indicate how many triples contribute to the given average.

<table>
<thead>
<tr>
<th>Structure A</th>
<th>(+)</th>
<th>(-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subset</td>
<td>Observed</td>
<td>Calculated</td>
</tr>
<tr>
<td>Reflection 6</td>
<td>1 1.289 (69) 0.695 (110)</td>
<td>0.695 (110)</td>
</tr>
<tr>
<td></td>
<td>2 0.686 (26) /</td>
<td>/</td>
</tr>
<tr>
<td></td>
<td>3 0.976 (1) /</td>
<td>/</td>
</tr>
<tr>
<td>Reflection 12</td>
<td>1 0.847 (17) 0.682 (26)</td>
<td>0.682 (26)</td>
</tr>
<tr>
<td></td>
<td>2 0.687 (20) 0.576 (32)</td>
<td>0.576 (32)</td>
</tr>
<tr>
<td></td>
<td>3 0.798 (11) 0.011 (4)</td>
<td>0.011 (4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Structure B</th>
<th>(+)</th>
<th>(-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subset</td>
<td>Observed</td>
<td>Calculated</td>
</tr>
<tr>
<td>Reflection 4</td>
<td>1 0.845 (7) 0.746 (12)</td>
<td>0.746 (12)</td>
</tr>
<tr>
<td></td>
<td>2 0.918 (10) 0.629 (11)</td>
<td>0.629 (11)</td>
</tr>
<tr>
<td></td>
<td>3 0.594 (22) 0.471 (27)</td>
<td>0.471 (27)</td>
</tr>
<tr>
<td></td>
<td>4 0.591 (7) 0.337 (17)</td>
<td>0.337 (17)</td>
</tr>
<tr>
<td></td>
<td>5 0.948 (3) 0.322 (7)</td>
<td>0.322 (7)</td>
</tr>
</tbody>
</table>

Concluding remarks

The satisfactory degree of discrimination between positive and negative triples within small subsets in the

Table 5. Synthetic analysis of the results obtained for structures A and B when \( \sigma_p = 60 \text{ e}^2 \text{ Å}^{-3}, p = 0.8 \) and \( \sigma_p = 20 \text{ e}^2 \text{ Å}^{-3}, p = 0.8 \) are used respectively

Distinction among 'pivot' reflections is omitted. Calculated triples are grouped according to their values within five subsets. For each subset the number of known positive triples and the number of known negative triples are indicated.

<table>
<thead>
<tr>
<th>Structure A</th>
<th>Positive triples</th>
<th>Negative triples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subset a ( (\alpha_H &gt; 1) )</td>
<td>96</td>
<td>1</td>
</tr>
<tr>
<td>Subset b ( (0.6 &lt; \alpha_H &lt; 1.0) )</td>
<td>207</td>
<td>1</td>
</tr>
<tr>
<td>Subset c ( (0.3 &lt; \alpha_H &lt; 0.6) )</td>
<td>36</td>
<td>11</td>
</tr>
<tr>
<td>Subset d ( (0 &lt; \alpha_H &lt; 0.3) )</td>
<td>9</td>
<td>5</td>
</tr>
</tbody>
</table>
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