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Abstract

A recently formulated method of deriving exact Fourier-series representations of joint probability density functions (p.d.f.'s) of several normalized structure factors is applied to the derivation of an exact expression for the conditional probability that the sign of the triple product $E_k E_{h+k}$ is positive. The relevant joint and conditional probabilities are derived for the space group $P1$. The Fourier coefficients of the p.d.f. are given by rapidly convergent series of Bessel functions, and the convergence properties of the Fourier summations are also found to be favourable. The exact conditional probability is compared with the currently employed approximate one, well known as the hyperbolic tangent formula, for several hypothetical structures. The examples illustrate the effects of the number of atoms in the unit cell, the magnitude of the $E$ values and the atomic composition on the exact and approximate probabilities. It is found, in agreement with previous studies, that the hyperbolic tangent formula may indeed significantly underestimate the probability when the number of equal atoms is small and the $E$ values are only moderately large, and when the structure contains outstandingly heavy atoms. The opposite behaviour, i.e. the approximate probability overestimating the exact one, was not observed in the present calculations. For large values of the triple product in equal-atom and heterogeneous models, the agreement between the approximate and exact probabilities is usually good.

Introduction

The well known hyperbolic-tangent formula, from which the probability for the positive sign of a triple-product structure invariant is conventionally estimated, is one of the most important relationships in applications of direct methods to sign determination. The current version of the relationship is based on
that derived for unitary structure factors by Cochran & Woolfson (1955), who invoked the central limit theorem (e.g. Cramér, 1951) for the purpose of this and related derivations. This form of the conditional probability for the positive sign of the triple product $E_hE_kE_{h+k}$, given its magnitude, is therefore a low-order approximation.

Generalizations of the joint probability density function (p.d.f.) of $E_h$, $E_k$ and $E_{h+k}$, as well as those of the conditional probability for the positive sign of the triple product, have been rather extensively investigated (e.g. Klug, 1958; Karle, 1972; Karle & Gilardi, 1973; Giacovazzo, 1977). All of these studies lead to improved formulae for the joint and conditional probabilities, but the extent of the improvement is not certain since they are all based on truncated expansions of the Edgeworth or related series. Similar uncertainties were experienced in studies of the simpler univariate generalized p.d.f.'s (e.g. Shmueli, 1982), and these were first resolved by the use of random-walk techniques that permit one to obtain exact expressions for probability densities of $|E|$ (Shmueli, Weiss, Kiefer & Wilson, 1984). These techniques were further extended to the multivariate case and a preliminary account of the work on this topic has been published (Weiss, Shmueli, Kiefer & Wilson, 1985).

A rather detailed outline of the general procedures involved in the derivation of exact joint p.d.f.'s of several structure factors, illustrated by a derivation of an exact $\Sigma_2$ relationship for the space group $P\overline{1}$, is given by Shmueli & Weiss (1985). In view of the importance of the triple-product sign relationship, it seems desirable to apply the method described in the latter reference to the derivation of an exact joint p.d.f. of $E_h$, $E_k$ and $E_{h+k}$, and use it in the construction of an exact expression for the conditional probability for the positive sign of their product. The derivation of such an expression is of interest for its own sake, and may provide reliable answers to several questions. It has been pointed out that the usual hyperbolic tangent formula is an underestimate of an improved expression for this conditional probability (Karle, 1972). This is clearly important, as far as sign-acceptance criteria are concerned, and an exact expression for this probability could usefully show the actual extent of this underestimation. The discrepancy between the exact and approximate conditional probabilities is also bound to depend on the magnitudes of the $E$ values, on the number of atoms in the unit cell and on the atomic composition. A clarification of these matters is of theoretical importance, and may well be of practical significance since it can lead to better-established sign-acceptance criteria, for use with the conventional hyperbolic tangent formula.

The statistical background of the present method is briefly summarized in Appendix A, in which we try to place it in the perspective of the conventional formalism of mathematical statistics. The next section deals with the derivation in the space group $P\overline{1}$ of the joint p.d.f. of three normalized structure factors that form a structure invariant. This derivation is followed by that of an exact conditional probability for the positive sign of the corresponding triple product, and we conclude with some numerical examples of the above announced results, a comparison with those given by the conventional hyperbolic tangent formula (Cochran & Woolfson, 1955) and a discussion in view of the questions stated above.

The $\Sigma_2$ relationship in $P\overline{1}$

The present derivation is an application of our method for the construction of exact joint p.d.f.'s of several structure factors for centrosymmetric space groups, presented elsewhere (Shmueli & Weiss, 1985). We shall also follow the notation of the latter reference, as well as the set of underlying assumptions there outlined.

We derive an exact expression for the probability that the sign of the triple product $E_hE_kE_{h+k}$ is positive, given the magnitudes of the structure factors involved and assuming the space group $P\overline{1}$. As shown elsewhere (Shmueli & Weiss, 1985), we can conveniently start from the characteristic function of the joint p.d.f. of $E_h$, $E_k$ and $E_{h+k}$ which, for the above space group, is given by

$$C(\omega) = \langle \exp \left[ i(\omega_1E_h + \omega_2E_k + \omega_3E_{h+k}) \right] \rangle$$

$$= \left\{ \exp \left\{ 2i \sum_{j=1}^{N/2} n_j [\omega_1 \cos \theta_j + \omega_2 \cos \varphi_j + \omega_3 \cos (\theta_j + \varphi_j)] \right\} \right\}$$

$$= \prod_{j=1}^{N/2} C_j(\omega),$$

where $N$ is the number of atoms in the unit cell, $n_j$ is the normalized scattering factor, $\theta_j = 2\pi h \cdot r_j$, $\varphi_j = 2\pi k \cdot r_j$ and

$$C_j(\omega) = (4\pi^2)^{-1} \iint_{-\pi}^{\pi} \exp \left\{ 2i n_j [\omega_1 \cos \theta + \omega_2 \cos \varphi + \omega_3 \cos (\theta + \varphi)] \right\} d\theta d\varphi$$

is the atomic contribution to the characteristic function. Equation (2) is a version of the general form of the characteristic function [Shmueli & Weiss, 1985, equation (8)], adapted to the present problem. As in the latter study, we assume that the contributions of different atoms in the asymmetric unit are independent, and the atomic phase factors $\theta_j$ and $\varphi_j$ can be taken as uniformly distributed over the $[0, 2\pi]$ range. The latter assumption is usually valid if all the atoms are located in general positions and effects of rational
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dependence (Hauptman & Karle, 1959) are negligible. More fundamental aspects of this assumption, pertaining to whether $h$ or $r$ is taken as the primitive random variable, are discussed in the literature (e.g. Hauptman & Karle, 1953; Karle & Gilardi, 1973; Giacovazzo, 1980).

The integral in (4) can be reduced to series form with the aid of the identity

$$\exp (ix \cos \beta) = \sum_{k=-\infty}^{\infty} i^k J_k(x) \exp (ik\beta)$$

[Gradshteyn & Ryzhik, 1980, entry: 8.511(4)], which leads to a straightforward integration over the angles $\theta$ and $\varphi$ in (4). We obtain

$$C_j(\omega) = R_j(\omega) + iL_j(\omega),$$

where

$$R_j(\omega) = \sum_{k=1}^{3} J_0(2\eta_{\omega}k)$$

$$+ 2 \sum_{m=1}^{\infty} (-1)^m \sum_{k=1}^{3} J_{2m}(2\eta_{\omega}k),$$

and

$$L_j(\omega) = 2 \sum_{m=0}^{\infty} (-1)^{m+1} \sum_{k=1}^{3} J_{2m+1}(2\eta_{\omega}k).$$

The characteristic function (1) can now be written as

$$C(\omega) = \prod_{j=1}^{N/2} [R_j(\omega) + iL_j(\omega)] = R(\omega) + iL(\omega),$$

where use is made of (6)–(8) and (3). As shown elsewhere (Shmueli & Weiss, 1985), the Fourier coefficients of the required p.d.f. can be obtained by replacing the variables $\omega$ in the characteristic function with quantities related to the appropriate summation indices. In the present application we put

$$\omega_1 \rightarrow \pi r$$

$$\omega_2 \rightarrow \pi s$$

$$\omega_3 \rightarrow \pi t,$$

where $r$, $s$, $t$ are the indices of the (triple) Fourier series for the required p.d.f. and

$$1/\alpha = E_{\text{max}} = \sum_{j=1}^{N} n_j$$

is the maximum magnitude of $E$, by virtue of which the Fourier expansion of the p.d.f. becomes meaningful (e.g. Shmueli, Weiss, Kiefer & Wilson, 1984; Shmueli & Weiss, 1985). Introducing the abbreviation

$$q_{rst} = q(\pi r, \pi s, \pi t),$$

we can write the joint p.d.f. as

$$p(E_1, E_2, E_3) = (\alpha^3/8) \sum_{r, s, t} \sum_{r, s, t} (R_{rst} + iL_{rst})$$

$$+ \exp [-i(rE_1 + sE_2 + tE_3),$$

where $E_1 = \pi \alpha E_h$, $E_2 = \pi \alpha E_k$, $E_3 = \pi \alpha E_{h+k}$ and, of course, only the real part of (13) is relevant.

The Fourier series in (13) can be reduced to a summation over the non-negative octant of the $rst$ index space, when use is made of the symmetry properties of the trigonometric functions, as well as those of $R_{rst}$ and $I_{rst}$. The latter are found by a direct inspection of (7)–(9), with the aid of some basic properties of Bessel functions $J_\nu(x)$ of integer order (e.g. Abramowitz & Stegun, 1972), to be

(i) $R_{rst}$ is symmetric in all three indices (i.e. invariant to their sign changes),

(ii) $I_{rst}$ changes its sign when one or three indices change sign(s), and is symmetric with respect to the change of signs of two indices.

The simplification of (13) follows in much the same way as the simplification of expressions for the electron density, for given symmetries of the reciprocal lattice (e.g. International Tables for X-ray Crystallography, 1952); drawing an analogy between the $rst$ and $hkl$ Fourier spaces, $R_{rst}$ and $I_{rst}$ can be said to possess symmetries isomorphic to $mmm$ and $222$ respectively.

Making use of these symmetry considerations, we obtain

$$p(E_1, E_2, E_3) = (\alpha^3/8)(p_{\text{even}} + p_{\text{odd}}),$$

where

$$p_{\text{even}} = 1 + 2 \sum_{r=1}^{\infty} R_{000} \cos (rE_1) + \cos (rE_2) + \cos (rE_3)$$

$$+ 4 \sum_{r=1}^{\infty} \sum_{s=1}^{\infty} R_{rst} \cos (rE_1) \cos (sE_2)$$

$$+ \cos (rE_2) \cos (sE_3) + \cos (rE_3) \cos (sE_1)$$

$$+ 8 \sum_{r=1}^{\infty} \sum_{s=1}^{\infty} \sum_{t=1}^{\infty} R_{rst} \cos (rE_1) \cos (sE_2) \cos (tE_3),$$

and

$$p_{\text{odd}} = -8 \sum_{r=1}^{\infty} \sum_{s=1}^{\infty} \sum_{t=1}^{\infty} I_{rst} \sin (rE_1) \sin (sE_2) \sin (tE_3).$$

Clearly, the $p_{\text{even}}$ component is independent of the sign of the triple product, while the sign combinations $'--+', '+-+', '+++' \text{ and } '---$', which lead to negative triple products, also reverse the sign of $p_{\text{odd}}$ in (16). The ratio of the probabilities for negative and positive triple products is therefore given by

$$p_{\text{even}}(E_{h}, E_{k}, E_{h+k})$$

$$p_{\text{odd}}(E_{h}, E_{k}, E_{h+k})$$

$$= p_{\text{even}}(E_{h}, E_{k}, E_{h+k}) - p_{\text{odd}}(|E_{h}|, |E_{k}|, |E_{h+k}|)$$

$$p_{\text{even}}(E_{h}, E_{k}, E_{h+k}) + p_{\text{odd}}(|E_{h}|, |E_{k}|, |E_{h+k}|)$$

(17)

and since

$$p_+ = p_+/(p_+ + p_-) = (1 + p_-/p_+)^{-1}$$

(18)
functions of general order. As can be seen from (7) and (8), such a subroutine is an important prerequisite; its stability is usually achieved by a judicious use of forward and backward recursion techniques. A straightforward summation of the Fourier series, with computed arrays of sines and cosines only, required approximately 0.5 s for each triple product examined. The computation of the Fourier coefficients needs to be done only once for a given structure, and is the least-time-consuming stage also because of the excellent convergence properties of the series of Bessel functions in (7) and (8); for equal-atom structures only three or four terms are needed for a cutoff ratio of $10^{-5}$, while more may be required in the presence of heavy atoms. The number of terms in a single Fourier summation required to achieve a comparable accuracy was found to be at least 15, and more than that if the number of atoms in the asymmetric unit is very small. The computing time should be reduced by the use of a fast Fourier algorithm.

The composition of the asymmetric unit was taken as $C_n X_m$, where $X$ may be carbon or a heavier atom, and all the composition-dependent quantities that are required for the computation of (7), (8) and (22) were expressed in terms of the numbers $n$ and $m$ of the atoms, and the ratio of their atomic numbers, $\rho = Z_X/Z_C$. For example,

$$\left(\sigma_3/\sigma_2^{3/2}\right) = 2(n f_C^2 + m f_X^2)/\left[2(n f_C^2 + m f_X^2)\right]^{3/2}$$

(cf. Shmueli & Weiss, 1985).

Figs. 1(a) and (b) show the probability for a positive sign of the triple product for the compositions C$_{32}$ and C$_{30}$Kr$_2$, respectively, assuming $|E_h| = |E_k| = 1.50$ and letting $|E_{h+k}|$ range from 1.0 to 3.0. It is seen that for the equal-atom case (Fig. 1a) the two probabilities run quite close to each other, with the discrepancy increasing slightly with increasing value of the triple product. The ‘replacement’ of two carbons by kryptons ($Z = 36$) enhances strongly both exact and approximate probabilities (Fig. 1b), but also leads to more serious discrepancies at the low values of the triple product. Taking $p_+ = 0.95$ as a tentative threshold of acceptability, it is seen that the exact expression (19) would admit significantly lower $|E|$ values than would the hyperbolic tangent formula (22).

The effect of the magnitude of the $E$ values, for a rather small asymmetric unit, C$_{10}$, is illustrated in Fig. 2. The discrepancy between the exact and approximate expressions seems to decrease as the value of the triple product increases, and the region of maximum discrepancy moves towards lower values of $|E_{h+k}|$ as the values of $|E_h|$ and $|E_k|$ increase. It should be pointed out that the probability computed from (19) is practically unity throughout the range:
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1 < \( |E_{h+k}| < 3 \), in Fig. 2(c), as would be expected on the basis of the related Harker–Kasper inequality (Harker & Kasper, 1948) (note that \( U = \alpha E \), and \( \alpha = 1/20^{1/2} \) for this composition, where \( U \) is the unitary structure factor). Similar qualitative behaviour is observed for other values of \( N \), with increasing discrepancies for smaller \( N \)'s and decreasing discrepancies for greater number of equal atoms in the unit cell. The overall impression from these tests is that the exact and approximate probabilities tend to agree best in the regions in which they are very useful or nearly useless, when regarded as sign-acceptance criteria, the regions of significant discrepancies being associated with moderately large triple products.

Fig. 3 illustrates the effect of atomic heterogeneity on sign indications for a moderately large asymmetric unit, \( C_{9/5}U_5 \). Although the contribution of the uranium atoms \( (Z = 92) \) is dominant, the discrepancies at lower values of the triple product are significantly smaller than those obtained for an equal-atom structure with five atoms in the asymmetric unit. Still, the favourable effect of the heavy atoms on the sign

---

**Fig. 1.** Enhancement of the probabilities by the presence of heavy atoms. The figure shows the exact (+) and approximate (solid line) probability \( p_+(h, k, h+k) \) computed from equations (19) and (22) respectively for two compositions of a 32-atom asymmetric unit of \( P1 \). The \( |E| \) values are taken as \( |E_h| = |E_k| = 1.50 \), and \( |E_{h+k}| \) ranges from 1 to 3. (a) \( C_{32} \), (b) \( C_{30}Kr_2 \). A faint line is drawn at \( p_+ = 0.95 \).

**Fig. 2.** Effects of paucity of atoms for selected \( E \) values. The figure shows the exact (+) and approximate (solid line) probability \( p_+(h, k, h+k) \) computed from equations (19) and (22) respectively. The composition of the asymmetric unit of \( P1 \) is \( C_{10} \). The values of \( |E_h| \) and \( |E_k| \) are taken to be the same and are given by: (a) \( |E_h| = |E_k| = 1.50 \), (b) \( |E_h| = |E_k| = 2.00 \) and (c) \( |E_h| = |E_k| = 2.50 \). A faint line is drawn at \( p_+ = 0.95 \).

**Fig. 3.** A small number of very heavy atoms in a moderately large unit. The figure shows the exact (+) and approximate (solid line) probability \( p_+(h, k, h+k) \) computed from equations (19) and (22) respectively. The composition of the asymmetric unit of \( P1 \) is \( C_{9/5}U_5 \). The values of \( |E_h| \) and \( |E_k| \) are taken to be the same and are given by: (a) \( |E_h| = |E_k| = 1.50 \), (b) \( |E_h| = |E_k| = 2.00 \) and (c) \( |E_h| = |E_k| = 2.50 \). A faint line is drawn at \( p_+ = 0.95 \).
indications is appreciably greater for the probabilities computed from the exact expression (19) than from the approximate one (22).

These preliminary numerical examples indicate that the application of the exact expression (19) to sign determination may promote this process in two respects. Firstly, an implementation of (19) in relevant application software may enhance the reliability of sign determination during the initial stages of this process. Perhaps more important, at least in the near future, are extensive comparisons and analyses of both types of expressions, which may lead to modified and, hopefully, more useful acceptance criteria that might enable one to use the conventional and faster approximate technologies to better advantage.

There seem to be two requirements for the present method to be applicable to real situations. The first of these appears to be the need for accurate E values, since exact probabilities are being used. However, it is too early to make a definite judgement and only experience may enable one to do so. The other requirement, and probably a more important one, is the very applicability of the usual statistical techniques, which are common to all direct methods, to the structure under consideration. As mentioned above, the exponents of the atomic phase factors are assumed to be uniformly distributed in the [0, 2π] range. This assumption, most frequently made in structure-factor statistics, is likely to hold well if the coordinates of any atom are not all expressible in terms of simple fractions; more generally, the atomic coordinates are required to be rationally independent (Hauptman & Karle, 1953, 1959). However, conspicuous rational dependence, especially among the heavy scatterers, is likely to invalidate the predictions of both the asymptotic (22) and the exact (19) expressions, and further studies of such predictable (e.g. fixed special positions) and unpredictable effects are certainly of interest.

We also wish to point out what may be considered as an asset of the approximate expressions for Σ1 and Σ2. In none of the test calculations that were performed during the present work did we find an instance in which the approximate conditional probability is greater than the exact one. This is in agreement with the remark made by Karle (1972) in his article on the exponential form of the joint probability distribution. The same is true of our previous study of the Σ1 relationship (Shmueli & Weiss, 1985), for |E| values that are of practical importance (i.e. exceeding a low-lying threshold of about one, below which the exact probabilities are underestimates of the approximate ones). We have no proof that this is completely general, but at least in the space group P11 and for a variety of parameter choices the approximate probability indications are usually underestimates of the exact ones, which places the former on the safe side – provided, of course, the |E| values are sufficiently accurate and the assumption of uniformly distributed atomic phase factors is satisfied.

We wish to thank one of the referees for very pertinent philosophical remarks. All the computations related to this work were carried out at the Tel Aviv University Computation Center, on Cyber 170-855 and IBM 4381 computers, using a local library subroutine for the generation of Bessel functions of general order.

APPENDIX A

Statistical background

Let \( x = (x_1, \ldots, x_n) \) be a vector of \( n \) independent random variables, each obeying the same distribution. For example, \( x \) can be a vector of structure factors, which obey – for a given structure – a certain univariate distribution. The joint probability density function of the components of \( x \), denoted by \( p(x) = p(x_1, \ldots, x_n) \), is associated with a characteristic function which is defined as

\[
C(\omega) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} p(x) \exp(i\omega^T x) \, dx = \langle \exp(i\omega^T x) \rangle
\]

(A1)

(e.g. Cramér, 1951). This characteristic function (c.f.) is a Fourier transform of the p.d.f. \( p(x) \), but it can also be regarded as an expectation value of the exponential \( \exp(i\omega^T x) \) in the integrand in (A1). The second viewpoint is of a greater practical importance, since the p.d.f. \( p(x) \) is usually initially unknown, while \( \langle \exp(i\omega^T x) \rangle \) can often be evaluated from known statistical properties of the random vector \( x \). Given the c.f. \( C(\omega) \), the p.d.f. \( p(x) \) can then be written as an inverse Fourier transform of (A1):

\[
p(x) = (2\pi)^{-n} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} C(\omega) \exp(-i\omega^T x) \, d^n \omega.
\]

(A2)

Equation (A2) can be brought to a manageable form, provided the c.f. has been exactly or approximately evaluated and the integral in (A2) can be solved. Except for some simple distributions, this integral cannot usually be evaluated in closed form and one often makes use of the moment-generating and cumulant-generating properties of the c.f. \( C(\omega) \) (e.g. Kendall & Stuart, 1969) in constructing approximate expansions for the joint p.d.f., in terms of moments or cumulants, and polynomials that result from the term-by-term integration of (2). These expansions, known as Gram–Charlier or Edgeworth series (e.g. Cramér, 1951), are usually truncated after the first few terms, the main reason being the rapidly increasing complexity of their successive terms. Detailed descriptions of the construction of such approximations are given, for example, by Klug (1958) and Giacovazzo (1980).
An exact expression for the joint p.d.f. which, at least for small values of \( n \), can often be accurately evaluated, can be obtained in the important case in which all the components of the random vector \( x \) may be non-zero only in a bounded range, say \( -x_M < x_i < +x_M, i = 1, \ldots, n \) (Weiss, Shmueli, Kiefer & Wilson, 1985; Shmueli & Weiss, 1985). One can then expand the joint p.d.f. \( p(x) \) in a Fourier series

\[
p(x) = (2x_M)^{-n} \sum_{k} C_k \exp\left(-\pi i u^T x / x_M\right) \tag{A3}
\]

and write the Fourier coefficients, in the conventional manner, as

\[
C_k = \int_{-x_M}^{x_M} \cdots \int_{-x_M}^{x_M} p(x) \exp\left(\pi i u^T x / x_M\right) \, dx.
\tag{A4}
\]

Since, however, the random variables, \( x_i \), are confined to the \( [-x_M, +x_M] \) range, the probability of finding any of them outside this range is necessarily equal to zero. We can thus replace, with no loss of generality, the limits of integration in (A4) by \( \pm \infty \) and obtain for the Fourier coefficients an expression analogous to (A1). In fact, the Fourier coefficients, \( C_k \), are then just the values of the characteristic function at the points: \( (\omega_1, \ldots, \omega_n) = (\pi u_1 / x_M, \ldots, \pi u_n / x_M) \). The practical significance of (A3) is now conditioned by our ability to evaluate the characteristic function, and by the convergence properties of the resulting Fourier summation.

In some applications one has to deal with random vectors in which not all the components are independent. If, for example, \( x = (x_1, x_2, x_3) \) and \( x_3 \) depends on \( x_1 \) and \( x_2 \), we shall still have a triple Fourier series to compute, but the integration leading to the characteristic function (or the Fourier coefficients) involves only the independent variables. For examples of such situations see Shmueli & Weiss (1985) and the derivation in the text.
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Abstract

Certain general algebraic formulas for computing triplet phase invariants become accessible when structural information is available concerning the replacement atoms in isomorphous replacement or the predominant type of anomalously scattering atoms in one-wavelength anomalous dispersion experiments. The formulas of interest are presented and subjected to a number of test calculations to obtain insight into their accuracy and to determine the effects of errors in the data. The formulas are simple to calculate and some possible strategies for their use are discussed.

Introduction

On the basis of certain mathematical and physical considerations that pertain to isomorphous replacement or anomalous dispersion experiments, rules...