In graphite (Bowman & Krumhansl, 1958) the acoustic modes have polarization vectors which are either within the layers ('in-plane modes') or normal to the layers ('out-of-plane modes'). In the present experiment, scattering from the in-plane modes was suppressed by the polarization factor $|Q \cdot e(jq)|^2$, and only the out-of-plane modes were observed.

Table 2 gives the magnitudes of $q$, $\Delta k_0$ and $\Delta k$ at the absorption edge ($\epsilon = -1$) of the wavelength window, as calculated from the expressions in § 5.

The quantity $(\Delta k + \Delta k_0)/2k_B$

lies between 0.02 and 0.065, so that there is an error of about 4% in the sound velocities quoted in Table 1, which arises from neglecting $(\Delta k + \Delta k_0)$ in (4). In the analysis of the same data by Willis, Carlile, Ward, David & Johnson (1986) this error was eliminated by extrapolating the results to $\Delta \theta = 0$.

Many of the ideas developed in this paper were discussed initially with Dr C. J. Carlile of the Rutherford Appleton Laboratory and with Dr P. Schofield of AERE, Harwell. The experimental measurements were carried out on the pulsed neutron source ISIS of the Rutherford Appleton Laboratory. The author is grateful for the hospitality of Dr C. K. Prout, Head of the Chemical Crystallography Laboratory, Oxford.
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Abstract

Perturbations to conventional two beam X-ray diffraction arising from multibeam scattering effects have been studied theoretically. A simple analytical expression for the diffracted wave field and intensity near a multiple excitation is derived by using the perturbation theory of scattering of electromagnetic waves. Although it cannot be applied to the center of a multibeam diffraction peak, it does show explicitly the asymmetry effect observed in experiments and its phase dependence in the neighborhood of the multibeam point. A numerical calculation for the 111 $Umweganregung$ peak on the almost-forbidden 442 reflection of silicon gives excellent agreement with experimental data and exact n-beam computer calculations based on conventional dynamical theory. From the analytical expression, a simple rule is derived for phase determination in centrosymmetric crystals. A general 'pseudo-four-beam' case where no asymmetry effect exists is also discussed as another example of the applications.
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A NEW APPROACH TO MULTIBEAM X-RAY DIFFRACTION

Introduction

It has been known in X-ray crystallography that phase information can be partially extracted from multiple-scattering effects (Colella, 1974), especially from the asymmetric pattern of the diffracted intensities near a multibeam point both in the Laue case (Post, 1977) and, more recently, in the Bragg case, where the effect has been observed far from the excitation point and has been called 'virtual Bragg scattering' (Chapman, Yoder & Colella, 1981). Based on this idea, more experiments have been done either to demonstrate the applicability of this method (Gong & Post, 1983; Tischler, Shen & Colella, 1985) or to use this method to determine some unknown phases in centrosymmetric crystals (Schmidt & Colella, 1985).

Multibeam effects are fully explainable using conventional dynamical theory, but in order to do quantitative analyses a computer program is usually required that involves solving an eigenvalue equation for the multi-Bragg-beams (Colella, 1974). Recently some efforts have been made to obtain an approximate solution to the dynamical eigen equation for a three-beam case, treating the third reciprocal node as a perturbation (Juretschke, 1982, 1984; Hümmer & Marthinsen, 1983; Hümmer & Billy, 1986).

In this report, a new way to attack the multibeam problem will be presented, based on the same perturbation idea but with a different approach. This method is similar to the Born approximation in quantum scattering theory. Since it deals with wave fields directly, rather than seeking first the equation of the dispersion surface, it eliminates the need for component equations and diffraction geometries before getting the final results. The final expression for the wave field is in a simple vector form that contains a summation over all the perturbing reciprocal nodes, which is analogous to the expression for a perturbed wavefunction in quantum mechanics. Since X-ray scattering has never been treated in this way before, the derivation will be given in some detail below.

General formalism

The principle of the perturbation approach has been described in § 9.7 of Jackson's (1974) book Classical Electrodynamics, most of which will be repeated below for the completeness of this paper. Two conventions are used that need to be clarified: (1) in order to agree with most expressions in X-ray crystallography, a plane wave will be written as \( \exp (-i\mathbf{k} \cdot \mathbf{x} + i\omega t) \) instead of \( \exp (i\mathbf{k} \cdot \mathbf{x} - i\omega t) \) as in Jackson's book; (2) for convenience, the magnitude of a wavevector \( \mathbf{k} \) is defined as \( 2\pi/\lambda \) instead of \( 1/\lambda \). This will not, however, affect the final results.

A general situation of X-ray diffraction can be described as follows: a plane wave with an incident wavevector \( \mathbf{k}_0 \) is impinging on a crystal that occupies a certain region in free space. What we are looking for is the elastically scattered wave field along an arbitrary direction \( \hat{n} \).

The physical system can be characterized by its dielectric constant function

\[
\varepsilon(x) = \varepsilon_0 + \delta \varepsilon(x),
\]

where \( \varepsilon_0 = 1 \) and

\[
\delta \varepsilon(x) = \begin{cases} 
0 & \text{outside crystal} \\
\psi(x) & \text{inside crystal}
\end{cases}
\]

is the deviation from \( \varepsilon_0 \). \( \psi(x) \) is a function proportional to the electronic charge density which can be expanded in a Fourier series with coefficients \( F_H \), the structure factors of the crystal (Batterman & Cole, 1964):

\[
\psi(x) = -\Gamma \sum_H F_H \exp (-i\mathbf{H} \cdot \mathbf{x}).
\]

Here the subscript \( H \) stands for \( h, k, l \), the Miller indices, and \( \Gamma \) is a constant involving the wavelength \( \lambda \) of the radiation, the unit-cell volume \( V_c \) and the classical radius of an electron \( r_e = 2.818 \times 10^{-13} \text{ cm} \):

\[
\Gamma = r_e \lambda^2 / n V_c.
\]

From Maxwell's equations, assuming a single-frequency response from the crystal (elastic scattering), it is not difficult to obtain the following equation for the electric field \( \mathbf{E} \) and the displacement vector \( \mathbf{D} \):

\[
(\nabla^2 + k_0^2) \mathbf{D} = -\nabla \times \nabla \times (\mathbf{D} - \varepsilon_0 \mathbf{E}),
\]

where the magnetic interaction between the X-rays and the crystal has been neglected. The connection between \( \mathbf{D} \) and \( \mathbf{E} \) is, as usual, through the dielectric function:

\[
\mathbf{D}(x) = \varepsilon(x) \mathbf{E}(x) = [\varepsilon_0 + \delta \varepsilon(x)] \mathbf{E}(x).
\]

The deviation \( \delta \varepsilon \) is much smaller than \( \varepsilon_0 \) since \( \Gamma \approx 10^{-7} \) for a common X-ray case. Hence the relation between \( \mathbf{D} \) and \( \mathbf{E} \) can be approximated as

\[
\mathbf{D} - \varepsilon_0 \mathbf{E} = (\delta \varepsilon / \varepsilon_0) \mathbf{D},
\]

where terms involving the second or higher orders in \( \delta \varepsilon \) have been omitted, and (5) becomes \( (\varepsilon_0 = 1) \)

\[
(\nabla^2 + k_0^2) \mathbf{D} = -\nabla \times \nabla \times (\delta \varepsilon \mathbf{D}).
\]

A formal solution to (6) can be obtained by using the Green's function method, if the right-hand side is taken as known (Jackson, 1974):

\[
\mathbf{D}(x) = \mathbf{D}^{(0)}(x) + \frac{1}{4\pi} \int \mathbf{d}^3 x' \{ \exp (-i\mathbf{k}_0 |\mathbf{x} - \mathbf{x}'| / |\mathbf{x} - \mathbf{x}'|) \\
\times \nabla' \times \nabla' \times [\delta \varepsilon(x') \mathbf{D}(x')],
\]

where \( \mathbf{D}^{(0)} \) denotes the solution of the unperturbed
problem, which is just the incident wave:
\[ D^{(0)}(x) = D_0 \exp(-i k_0 \cdot x). \] (8)
By using (2), the integral region in (7) can be reduced to \( V \), the volume of the crystal. Hence
\[ D(x) = D^{(0)}(x) + \frac{1}{4\pi} \int_V d^3x' \{ \exp(-i k_0 |x-x'|)/|x-x'| \times \nabla' \times \nabla' \times [\psi(x')D(x')] \}. \] (9)

This integral equation for \( D \) provides a systematic scheme of successive approximations, similar to the Born approximation in quantum mechanics. In the first-order approximation, \( D(x') \) in the integrand can be substituted by \( D^{(0)}(x') \) then (9) gives an improved solution for \( D \), beyond \( D^{(0)} \). This improved solution, in turn, can be used in the integrand to give a second-order solution to \( D \), and so on. Therefore we can write the solution to (9) in the form
\[ D = D^{(0)} + D^{(1)} + D^{(2)} + \cdots, \]
where \( D^{(i)}(i = 1, 2, \ldots) \) is the \( i \)th-order iteration correction to the unperturbed wave field \( D^{(0)} \). It turns out that \( D^{(1)} \) will represent the two-beam diffraction in the usual kinematic theory and \( D^{(1)}(i \geq 2) \) will represent the multibeam perturbations, with \( D^{(2)} \) involving one intermediate state, \( D^{(3)} \) involving two intermediate states, and so on. In this paper, only \( D^{(1)} \) and \( D^{(2)} \) will be discussed.

**First-order solution**

To get the first-order correction \( D^{(1)} \), we approximate \( D(x') \) to \( D^{(0)}(x') \) in the integrand of (9):
\[ D^{(1)}(x) = \frac{1}{4\pi} \int_V d^3x' \{ \exp(-i k_0 |x-x'|)/|x-x'| \times \nabla' \times \nabla' \times [\psi(x')D(x')] \}. \] (10)

Since the observation point \( x \) is usually far away from the localized region where the scattering occurs, i.e. \( |x| \gg |x'| \), we can have the result that
\[ |x-x'| \approx r - \mathbf{\hat{n}} \cdot x', \] (11)
where \( \mathbf{\hat{n}} \) is the unit vector along \( x \) and \( r = |x| \). Using this approximation, (10) becomes
\[ D^{(1)}(x) = \frac{\exp(-i k_0 r)}{4\pi r} \int_V d^3x' \{ \exp(i k_0 \mathbf{\hat{n}} \cdot x') \times \nabla' \times \nabla' \times [\psi(x')D_0 \exp(-i k_0 \cdot x')] \}. \]
Integrating by parts twice, ignoring the surface integrals, which means neglecting the surface scattering, and using (3), we obtain
\[ D^{(1)}(x) = \frac{\exp(-i k_0 r)}{4\pi r} \frac{I k_0^2 \mathbf{\hat{n}} \times (\mathbf{\hat{n}} \times D_0)}{} \times \sum_H F_H \int_V d^3x' \exp[i(k_0 \mathbf{\hat{n}} - k_0 - \mathbf{H}) \cdot x']. \] (12)

The integral in the above equation gives \( V \), the volume of the crystal, only when \( k_0 \mathbf{\hat{n}} - k_0 - \mathbf{H} = 0 \), otherwise it vanishes. Assuming that only one set of atomic planes \( \mathbf{H} \) satisfies Bragg's condition (two-beam case)
\[ k_0 \mathbf{\hat{n}} = k_0 + \mathbf{H}, \] (13)
we obtain
\[ D^{(1)}(x) = \frac{I k_0^2 \exp(-i k_0 r)}{4\pi r} \hat{\mathbf{n}} \times (\mathbf{\hat{n}} \times D_0) V F_H. \] (14)

Substituting (4) for \( I \) and \( 2\pi/\lambda \) for \( k_0 \), we can rewrite (13) as
\[ D^{(1)}(x) = N r F_H \hat{\mathbf{n}} \times (\mathbf{\hat{n}} \times D_0) \exp(-i k_0 r)/r, \] (15)
where \( N = V/V_c \) is the number of unit cells inside the crystal. It is not difficult to realize that (14) gives the diffracted wave field in the usual two-beam case. For a perpendicular-polarized incident beam \( D_0 = D_0 \mathbf{\hat{\sigma}}_0 \), we have
\[ \hat{\mathbf{n}} \times (\mathbf{\hat{n}} \times \mathbf{\hat{\sigma}}_0) = -\mathbf{\hat{\sigma}}, \] and for a parallel-polarized incident beam \( D_0 = D_0 \mathbf{\hat{\sigma}}_0 \), we have
\[ \hat{\mathbf{n}} \times (\mathbf{\hat{n}} \times \mathbf{\hat{\sigma}}_0) = -\cos 2\theta \mathbf{\hat{\sigma}}, \]
where \( \theta \) is the Bragg angle for \( \mathbf{H}, \mathbf{\hat{\sigma}} = \mathbf{\hat{\sigma}}_0 \) and \( \mathbf{\hat{n}} = \mathbf{\hat{n}} \times \mathbf{\hat{\sigma}}_0 \), as shown in Fig. 1. Therefore, for an unpolarized incident beam, the intensity is
\[ I^{(1)} = D^{(1)} \cdot D^{(1)*}/D_0^2 \]
\[ = (N^2 r_c^2 |F_H|^2/r^2) (1 + \cos^2 2\theta)/2. \] (16)
This is exactly the expression of the two-beam peak intensity that we usually find in the kinematic theory of X-ray diffraction (e.g. Warren, 1969).

**Second-order solution**

The second-order correction \( D^{(2)} \) is obtained by approximating \( D(x') = D^{(1)}(x') \) in the integrand of (9):
\[ D^{(2)}(x) = \frac{1}{4\pi} \int_V d^3x' \{ \exp(-i k_0 |x-x'|)/|x-x'| \times \nabla' \times \nabla' \times [\psi(x')D^{(1)}(x')] \}. \]

![Fig. 1. Illustration of a two-beam diffraction case. \( \mathbf{\hat{n}} = \mathbf{\hat{\sigma}}_0 \) are unit vectors normal to the diffraction plane formed by \( \mathbf{k}_0 \) and \( \mathbf{\hat{n}} \). \( \mathbf{\hat{n}} = \mathbf{\hat{\sigma}} \) and \( \mathbf{\hat{\sigma}}_0 = k_0 \times \mathbf{\hat{\sigma}}_0/|k_0|. \)
As before, using (11) and integrating by parts twice, we get

\[ D^{(2)}(x) = -\frac{k_0^2}{4\pi} \exp(-i k_0 r) \hat{\mathbf{a}} \times (\hat{\mathbf{a}} \times D_v), \quad (16) \]

where

\[ D_v = \int_v d^3x' \exp(i k_0 \hat{\mathbf{a}} \cdot x') \psi(x') D^{(1)}(x'). \quad (17) \]

To evaluate this integral, we have to use the original form (10) for \( D^{(1)}(x') \) instead of (14) which gives \( D^{(1)} \) only at large distances from the crystal. Thus

\[ D_v = \int_v d^3x' \exp(i k_0 \hat{\mathbf{a}} \cdot x') \psi(x') \]

\[ \times \frac{1}{4\pi} \int_v d^3x'' \left\{ \exp(-i k_0 |x'' - x'|)/|x'' - x'| \right\} \]

\[ \times \nabla'' \nabla'' \left[ \psi(x') D_0 \exp(-i k_0 \cdot x'') \right]. \]

Using the Fourier expansion (e.g. Schiff, 1955)

\[ \exp(-i k_0 r) = -\frac{1}{(2\pi)^3} \int d^3k \exp(-i k \cdot r), \]

along with (3), we have

\[ D_v = \Gamma^2 \sum_G \sum_L F_G F_L k_L \times (k_L \times D_0) \]

\[ \times \int_v d^3x' \exp[i(k_0 \hat{\mathbf{a}} - G) \cdot x'] \]

\[ \times \frac{1}{(2\pi)^3} \int_v d^3x'' \exp(-i k_L \cdot x'') \]

\[ \times \int d^3k \frac{\exp(-i k \cdot (x'' - x'))}{k_0^2 - k^2}, \]

where \( k_L = k_0 + L, L \) and \( G \) are reciprocal vectors. The integral over \( x'' \) gives a \( \delta \) function:

\[ \frac{1}{(2\pi)^3} \int_v d^3x'' \exp[i(k - k_L) \cdot x''] = \delta(k - k_L). \]

The integral over \( k \) can be done easily, so we have

\[ D_v = \Gamma^2 \sum_G \sum_L F_G F_L k_L \times (k_L \times D_0) \]

\[ \times \int_v d^3x' \exp[i(k_0 \hat{\mathbf{a}} - k_L - G) \cdot x']. \]

Since we are calculating the correction to the first-order solution, the same Bragg condition (12) should be applied here. Hence the integral

\[ \int_v d^3x' \exp[i(k_0 \hat{\mathbf{a}} - k_L - G) \cdot x'] = V \delta_{G,H-L}. \]

Therefore the final expression for \( D_v \) is

\[ D_v = \Gamma^2 V \sum_L F_H F_L \frac{k_L \times (k_L \times D_0)}{k_0^2 - k_L^2}. \quad (18) \]

Here the terms \( L = H \) and \( O \) should be excluded from the summation and \( L \) should not be exactly on the Ewald sphere since we are considering the perturbations to the two-beam situation.

Substituting (18) into (16), we obtain the second-order correction

\[ D^{(2)}(x) = -N_k \Gamma \frac{\exp(-i k_0 r)}{r} \]

\[ \times \left\{ \hat{\mathbf{a}} \times \sum_L F_H F_L \frac{k_L \times (k_L \times D_0)}{k_0^2 - k_L^2} \right\}. \quad (19) \]

If (19) is combined with (14), the total diffracted wave field in direction \( \hat{\mathbf{a}} \), to second order in \( \Gamma \), is

\[ D(x) = N_k \exp(-i k_0 r) \]

\[ \hat{\mathbf{a}} \times \left\{ F_H D_0 \right\} + \sum_L \sum_F \frac{F_H F_L k_L \times (k_L \times D_0)}{k_0^2 - k_L^2} \]

\[ \times \left\{ \hat{\mathbf{a}} \times \sum_L F_H F_L \frac{k_L \times (k_L \times D_0)}{k_0^2 - k_L^2} \right\}. \quad (20) \]

This expression clearly indicates the multibeam perturbation effects on the conventional two-beam (\( O \) and \( H \)) wave field and shows that, to second order in \( \Gamma \), the effects from different reciprocal nodes are coherently additive. The interactions among different \( L \) beams in the summation are of higher-order approximations and will be omitted in this paper. The intensity of the diffracted beam in direction \( \hat{\mathbf{a}} \) is simply

\[ I = D \cdot D^* / D_0^2. \quad (21) \]

An explicit expression of the intensity will be given below for a three-beam case.

**Discussion**

To see the phase dependence of the perturbation effects more clearly, we assume that \( F_H \neq 0 \) and define

\[ \gamma_{HL} = \Gamma |(F_H F_L)| / F_H \]

and

\[ \delta_{HL} = \alpha_{H-L} + \alpha_L - \alpha_H, \]

where the \( \alpha \)'s are the phase angles of \( F_H \)'s and \( \delta \) is usually called the invariant phase of the structure-factor triplet (Post, 1977). Then (20) can be rewritten as

\[ D(x) = N_k F_H \frac{\exp(-i k_0 r)}{r} \]

\[ \hat{\mathbf{a}} \times \left\{ D_0 \sum_L \gamma_{HL} \exp(i \delta_{HL}) \frac{k_L \times (k_L \times D_0)}{k_0^2 - k_L^2} \right\}. \quad (22) \]
For simplicity, we now consider the three-beam case where only one extra reciprocal node \(L\) is near the Ewald sphere and we normalize the intensity to

\[ I_L^H = N^2 |F_H|^2 r^2, \]

which is the two-beam intensity for a perpendicular-polarized incident beam. From (21), the three-beam intensity in this case is

\[ I_L = 1 + \gamma_{HL}^2 \left( k_L^2 - k_0^2 \right)^2 + \frac{(k_{L\parallel} - k_{0\parallel})^2}{(k_0^2 - k_L^2)^2} \]

\[ + 2 \gamma_{HL} \cos \delta_{HL} \frac{k_L^2 - L_{\parallel}^2}{k_0^2 - k_L^2}, \]  

(23a)

and for a parallel polarization,

\[ I_{\parallel} = \cos^2 \theta + \gamma_{HL}^2 \frac{(k_L^2 \cos 2 \theta - k_{L\perp} k_{L\parallel})^2 + (k_{0\parallel} k_{L\parallel})^2}{(k_0^2 - k_L^2)^2} \]

\[ + 2 \gamma_{HL} \cos \delta_{HL} \frac{k_{L\perp}^2 \cos 2 \theta - k_{L\parallel} k_{L\perp}}{k_0^2 - k_L^2}, \]  

(23b)

where \(L_{\parallel} = L \cdot \hat{L}, \quad k_{L\parallel} = k_L \cdot \hat{L}, \quad k_{L\perp} = k_L \cdot \hat{L}, \quad k_{L\parallel} = k_L \sin 2 \theta + k_{L\perp} \cos 2 \theta, \) and \(\hat{L}, \hat{\sigma}, \hat{\pi}, \hat{\alpha}\) are the unit vectors shown in Fig. 1.

These intensity formulae offer a direct visualization of the asymmetry effects observed in experiments, because they are strongly dependent on the sign of \(k_0^2 - k_L^2\), which leads to the intensity enhancement and reduction on opposite sides of a three-beam point \(k_L = k_0\) (Fig. 2). The strength of the effects depends upon the relative structure factor \(\gamma_{HL}\), which is expected. Equations (23) also indicate that, besides some geometric factors, the asymmetry is related to the cosine of the invariant phase \(\delta_{HL}\), which may cause some less-pronounced effects for non-centrosymmetric crystals. It can also be seen that \(I_L\) and \(I_{\parallel}\) may have opposite asymmetric patterns since the numerators in the last terms of (23) may have different signs. Hence for optimal asymmetry observations in experiments, a polarized X-ray source would be preferred. Many of the same features were obtained using the perturbation approach in dynamical theory by Juretschke (1982, 1984), Høier & Marthinsen (1983) and Hümmer & Billy (1986).

It is worth noting that (20) or (22) are basically identical to a wavefunction obtained in first-order perturbation theory in quantum mechanics, with a summation over the nearby states and their energy differences in the denominators. It is owing to this analogy that the asymmetry effects observed in experiments have been called virtual Bragg scattering (VBS) (Chapman, Yoder & Colella, 1981), a concept that comes from virtual transitions or virtual particles in quantum physics.

Equations (20) or (22) yield a general expression for the diffracted wave field that involves no assumptions on the diffraction geometry; neither does it utilize any boundary conditions, so it can be applied to either Bragg or Laue cases and to crystals of any shape. In its derivation, we have neglected absorption and the dynamical effects such as refraction corrections to the wavevectors inside the crystal; therefore it cannot give the Bragg-angle shifts at a multibeam point, etc. Neither can it be applied to the center of a multiple reflection peak where the denominator \(k_0^2 - k_L^2\) vanishes. In other words, (20) or (22) are basically within the framework of kinematic theory which deals only with single scattering events. By single scattering is meant that an X-ray photon scattered in direction \(\hat{\alpha}\) will not be scattered again. However, with multibeam effects included, (20) or (22) show that the photon may come from different channels, for example, either \(O \rightarrow H\) or \(O \rightarrow L \rightarrow H\) (Fig. 2). Hence it proves that the multibeam effect and its phase dependence can be discussed in the framework of single scattering and the asymmetric patterns observed in experiments are purely due to interference among different Bragg beams.

Because of the kinematic nature of the present treatment, the validity of (20) or (22) for strong reflections in perfect crystals is questionable. For weak primary reflections, however, it can provide excellent agreement with experiments in the neighborhood of a multibeam point, as can be seen in the next section.

The fact that (20) or (22) are basically kinematic indicates that the asymmetry effect should also exist in less-perfect crystals, as already seen in experiments (Gong & Post, 1983; Schmidt & Colella, 1985). But whether or not the effects are visible depends on how strong the perturbations are and how mosaic the crystal is, since the mosaic spread may mask the asymmetry.

**Applications**

Many experimental and theoretical applications can be found for the analytical expression. Three examples are given below.

---

![Fig. 2](image-url). Illustration of a three-beam diffraction case with the third reciprocal-lattice point \(L\) close to the Ewald sphere.
(1) Comparison with the Si 442 results:

A recent experiment on the almost-forbidden Si 442 reflection (Tischler, Shen & Colella, 1985) confirmed that the structure factor of 442 changes its phase from negative to positive when the temperature is raised from $T = 300$ to $T = 700$ K, by comparing the observed reversed asymmetric patterns around the 111 Umweganregung peak with the exact multi-beam calculations based on dynamical theory (Colella, 1974), as shown in Figs. 3 and 4. This result has been used for comparison with the present calculations using (20) and (21) since only weak scattering is involved. The same number of beams, which is ten, and the same structure factors, wavelength and lattice parameters have been used as in the exact n-beam computer calculations. The results are shown in Figs. 5 and 6, where the intensities are normalized to the two-beam value. The agreement between the calculations and the experimental data is very good and by comparing Figs. 5 and 6 with Figs. 3 and 4 respectively, one can see that the present calculations are virtually indistinguishable from the exact n-beam dynamical computations. The reason why the dip at $\varphi = 1.2^\circ$ in Fig. 3 is not so great as in Fig. 5 is due to the finite experimental resolution and similar considerations in the n-beam computer calculations.

The good agreement between Figs. 3 and 4 and 5 and 6 indicates the validity of this perturbation theory and the various approximations involved, at least in the case of virtual Bragg scattering. It also shows that, when normalized to the two-beam value, (21) can be interpreted as an integrated intensity. This is because the two-beam field (14) can be formally transformed to the modified two-beam field (20) by simply changing

$$F_H D_0 \rightarrow F_H D_0 - \Gamma \sum_L F_H F_L \frac{k_L \times (k_L \times D_0)}{k_0^2 - k_L^2}.$$

Hence to obtain the integrated intensity, one need only replace the structure factor $F_H$ in a usual two-beam formula by a modified structure factor determined by the above transformation. A similar approach was used by Høier & Marthinsen (1983) and Juretschke (1984).

(2) Simple rule for phase determination

If in an experiment the perpendicular-polarized component in the incident beam dominates, then from (23a) it is possible to derive a simple rule to determine

$$\varphi = \arctan \left( \frac{F_{442} - F_{442}^*}{F_{442}^*} \right).$$

Fig. 3. Integrated intensity (over the angle of incidence) of the Si 442 reflection vs the azimuthal angle, as taken from Tischler et al. (1985). The dots are experimental data points and the solid curves are ten-beam computer calculations based on dynamical theory. The theoretical two-beam intensity is shown by the dashed line. $T = 300$ K, $F_{442} = -0.035$.

Fig. 4. Same as Fig. 3, except for: $T = 700$ K, $F_{442} = +0.035$.

Fig. 5. Same as Fig. 3, except that the solid curves are calculated using equations (20) and (21), and the intensities are normalized to the two-beam value. $T = 300$ K, $F_{442} = -0.035$.

Fig. 6. Same as Fig. 5, except for: $T = 700$ K, $F_{442} = +0.035$. 
the phases in a centrosymmetric crystal, as suggested by Chang (1982a).

Suppose that a crystal is orientated in such a way that $H$ is the primary Bragg reflection. When the crystal rotates around $H$, the asymmetry in the intensity profile is observed near a three-beam point $L$. This asymmetry is due to the fact that the last term in (23a) possesses different signs on opposite sides of the excitation point. Since the numerator

$$k^2_L - L^2 = (k_0 + L \cdot \hat{n}_L)^2 + (L \cdot \hat{n}_L)^2 \geq 0,$$

the sign of this term is given by the sign of $\cos \delta_{HL}$ times the sign of $k^2_L - k^2_L$, which is determined by whether $L$ is inside or outside the Ewald sphere.

A quick way to obtain the sign of $k^2_L - k^2_L$ is to look at an Umweg peak location plot of $\lambda$ versus $\varphi$, the angle of rotation around $H$, near the three-beam point $\varphi_L$, as the one given in Fig. 7 for the Si 442-111 case. The wavelength used in an experiment is shown by a horizontal line $\lambda = \lambda_0$. Let $\lambda_L(\varphi)$ be the curve representing the node $L$. Then the position of $L$ relative to the Ewald sphere is determined by whether $\lambda_L(\varphi)$ is above or below the line $\lambda = \lambda_0$ and whether $L$ is on the larger or smaller portion of the Ewald sphere when $\varphi = \varphi_L$. By larger or smaller portion is meant one of the two portions separated by the plane that contains the primary reflection $H$ and is perpendicular to the diffraction plane formed by $k_0$ and $H$. We call it the normal plane for $H$. It is easy to see from the normal plane for $H$, it is difficult to obtain that in the case of $L^2 - L \cdot H > 0$, the node $L$ is inside the Ewald sphere (hence $k^2_L - k^2_L > 0$) when $\lambda_L(\varphi)$ is above the horizontal line $\lambda = \lambda_0$ and is outside (hence $k^2_L - k^2_L < 0$) when $\lambda_L(\varphi)$ is below the line. The conclusion is reversed in the case of $L^2 - L \cdot H < 0$. The special case $L^2 - L \cdot H = 0$ means that both $L$ and $H - L$ are on the normal plane and on the Ewald sphere simultaneously, in which case no asymmetry effect exists, as will be discussed in the next section.

If we keep the same sense of rotation in experiments, we can state the rule to determine the sign of $\cos \delta_{HL}$ as follows: (i) In the case of $L^2 - L \cdot H > 0$: $\cos \delta_{HL} > 0$ if the observed intensity enhancement (reduction) and $\lambda_L > \lambda_0 (\lambda_L < \lambda_0)$ occur at the same side of the three-beam point $\varphi = \varphi_L$; $\cos \delta_{HL} < 0$ if they occur at opposite sides of $\varphi = \varphi_L$. (ii) In the case of $L^2 - L \cdot H < 0$: the signs of $\cos \delta_{HL}$ in the above statements are reversed. For centrosymmetric crystals, we can further obtain that $\delta_{HL} = 0$ when $\cos \delta_{HL} > 0$ and $\delta_{HL} = \pi$ when $\cos \delta_{HL} < 0$.

Now let us apply this rule to the Si 442-111 experiment. Fig. 7 shows that $\lambda(111)$ is above the dotted line, representing the wavelength used in the experiment, at the left side, and is below the dotted line at the right side of the three-beam point $\varphi = 3^\circ$. At $T = 300 K$, the experimental data in Fig. 3 show an intensity enhancement at left and a reduction at right. Since the quantity $L^2 - L \cdot H = 5 > 0$, from the rule stated above, it is easy to deduce that $\cos \delta_{HL} > 0$ and $\delta_{HL} = 0$. Since the phases $\alpha(111) = 0$ and $\alpha(533) = \pi$ are known, it is obvious that the phase of 442 has to be $\pi$: $\alpha(442) = \pi$. Similarly, at $T = 700 K$, Fig. 4 shows the intensity enhancement at right and the reduction at left, which yields $\cos \delta_{HL} < 0$ and $\delta_{HL} = \pi$, hence $\alpha(442) = 0$.

One should notice that the rule given above is essentially similar to the one given by Chang (1982a, b) except for the case $L^2 - L \cdot H < 0$. In fact, equation (14) for $S_\lambda$, the sign of rotation, in the (1982b) reference is incomplete and should be replaced by the following:

$$S_R = S(\delta \lambda / \delta \varphi) S(L^2 - L \cdot H).$$

Here $S$ stands for 'sign of', as used by Chang (1982b). The definition of $S_\lambda$, the sign of the line profile, given in the (1982a) paper can then be used if one keeps the same sense of rotation around $H$ between experiments and theory.

(3) Pseudo-four-beam case $O, H, L$ and $H - L$

It has been observed by Schmidt (1986) in his experiment on $V_Si$ that the asymmetry effect disappears when both $L$ and $H - L$ go through the Ewald sphere simultaneously, even though these are strong reflections. This result has been verified using exact $n$-beam dynamical calculations. Similar results were also reported or discussed on other reflections of other crystals (Gong & Post, 1983; Kshevetskiy, Mikhailyuk & Polyak, 1985). We can call it a pseudo-four-beam case since $L$ and $H - L$ are counted twice in the $n$-beam calculations and actually cancel out in contributing to the asymmetry effect.

![Fig. 7. Umweganregung peak location plot for the Si 442 experiment, as taken from Tischler et al. (1985).](image_url)
This conclusion can be proved analytically using the present perturbation theory. For simplicity, we shall write (22) in units of \( N r F_\lambda \exp (-i k_0 r)/r \) and define \( \gamma'_{HL} = \gamma_{HL} \exp (i\delta_{HL}) \). Then, for the pseudo-four-beam case, (22) becomes

\[
D = \hat{\alpha} \times \left( \hat{\alpha} \times \left( D_0 - \gamma'_{HL} \left[ \frac{k_L \times (k_L \times D_0)}{k_0^2 - k_L^2} + \frac{k_{HL-L} \times (k_{HL-L} \times D_0)}{k_0^2 - k_{HL-L}^2} \right] \right) \right). \tag{24}
\]

A necessary condition for \( L \) and \( H - L \) to be on the Ewald sphere at the same time is that the plane containing \( H \) and \( L \) must be perpendicular to the diffraction plane formed by \( k_0 \) and \( k_{0\parallel} \), so \( k_L \) and \( k_{HL-L} \) can be decomposed into \( k_L = S + R \) and \( k_{HL-L} = S - R \), with \( S \perp R \), as shown in Fig. 8. When the crystal rotates infinitesimally around the scattering vector \( H \), the nodes \( L \) and \( H - L \) deviate from the Ewald sphere by \( \Delta \) and \( -\Delta \) respectively. We denote the new \( k_L \) and \( k_{HL-L} \) by \( k_L' \) and \( k_{HL-L}' \), with \( k_L' = k_L + \Delta \) and \( k_{HL-L}' = k_{HL-L} - \Delta \). Hence, if we keep only the lowest-order non-vanishing terms, the denominators become

\[
\begin{align*}
&k_0^2 - k_L'^2 = k_0^2 - k_L^2 - 2k_L \cdot \Delta = -2SD, \\
k_0^2 - k_{HL-L}'^2 = k_0^2 - k_{HL-L}^2 + 2k_{HL-L} \cdot \Delta = 2SD.
\end{align*}
\]

Therefore (24) becomes

\[
D = \hat{\alpha} \times \left( \hat{\alpha} \times \left( D_0 + \gamma'_{HL} \frac{D'}{2SD} \right) \right),
\]

where

\[
D' = k_L' \times (k_L' \times D_0) - k_{HL-L}' \times (k_{HL-L}' \times D_0).
\]

To evaluate \( D' \), we again keep only the lowest-order non-zero terms, which turn out to be the zeroth order in \( \Delta \). Hence

\[
D' = (S + R) \times [(S + R) \times D_0] - (S - R) \times [(S - R) \times D_0],
\]

which can be simplified further to

\[
D' = 2[R(S \cdot D_0) + S(R \cdot D_0)].
\]

With the help of Fig. 8, we write that, for a perpendicular polarization \( D_0 = \hat{\delta}_0 \),

\[
\hat{\alpha} \times (\hat{\alpha} \times D') = \hat{\delta} 2RS \sin \beta \sin \theta.
\]

Hence the diffracted wave field becomes

\[
D' = -\hat{\delta} + \gamma'_{HL} (R \sin \beta \sin \theta/\Delta) \hat{\delta},
\]

and the intensity

\[
I_\perp = 1 + |\gamma'_{HL}|^2 (R \sin \beta \sin \theta/\Delta)^2. \tag{25a}
\]

Similarly, for a parallel polarization \( D_0 = \hat{\sigma}_0 \),

\[
D' = 2[R \cos \beta \cos \theta + S \hat{\sigma} \sin \theta],
\]

\[
\hat{\alpha} \times (\hat{\alpha} \times D') = -\hat{\sigma} 2RS \sin \beta \sin \theta.
\]

Hence

\[
D = -\hat{\alpha} \cos 2\theta + \gamma'_{HL} (R \sin \beta \sin \theta/\Delta) \hat{\sigma},
\]

\[
I_{\parallel} = \cos^2 \theta + |\gamma'_{HL}|^2 (R \sin \beta \sin \theta/\Delta)^2. \tag{25b}
\]

Since only \( \Delta^2 \) terms appear in (25), we conclude that there are no asymmetry effects in the pseudo-four-beam case for common X-ray sources (e.g. unpolarized or perpendicularly polarized). Therefore, for a phase determination experiment, one should avoid the pseudo-four-beam case.

**Concluding remarks**

The perturbation theory of scattering in electrodynamics can be used to obtain a simple analytical expression for the diffracted X-ray wave field from a crystal that includes the effects of multibeam perturbations on the conventional two-beam wavefield, without having to solve the eigen equation for the multibeams. Although it cannot be applied to the center of a multiple reflection peak, it allows one to do fast and fairly accurate calculations near a multibeam point and shows explicitly the asymmetric structure in the intensity and its phase dependence when a third reciprocal-lattice point moves across the Ewald sphere, which makes it possible to obtain a simple rule for phase determination in centrosymmetric crystals. The fact that this approach is kinematic in nature shows that multibeam effects can be treated within a single-scattering framework and phase information can be preserved in kinematic theory much in the same way as in dynamical theory.
It also proves that the asymmetry effect around a multibeam point is intrinsically due to interference among different Bragg waves and its existence does not depend on absorption, refraction, diffraction geometry, crystal shape and boundary conditions. The good agreement between the present theory and the Si 442 experimental data, as well as the exact n-beam dynamical calculations, indicates the validity of the perturbational approach, at least in the weak-scattering regime. It is hoped that more experimental and theoretical investigations may be generated in the future in the area of multibeam diffraction effects and the phase problem in X-ray crystallography.
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**Abstract**

The feasibility of multibeam diffraction for determining phases of structure factors is assessed on the basis of recent contributions and experiments in progress. It is shown that the method works well in situations in which the global interaction between X-ray photons and the crystal is weak, in which case diffraction takes place by single scattering events, and crystal perfection does not play a role in interpreting the experimental results. Two successful examples of phase determinations using the notion of virtual Bragg scattering are presented. One case is of particular interest, because the crystal (V₃Si) is mosaic, and the phases were a priori unknown. Some problems and limitations of the method are encountered when trying to extend this technique to organic crystals of relatively large cell size, with spherical or irregular shape. Some data and calculations are presented for benzil, C₁₄H₁₀O₂, a crystal isomorphous with quartz. It is concluded that the resolution presently available from standard laboratory set-ups is not adequate for application of this method to a crystal like benzil, but that use of synchrotron radiation beams will probably remove these obstacles.

1. Introduction

It is indeed a pleasure to write a paper dealing with multiple-beam diffraction for this issue of *Acta Crystallographica*, because this was in fact a topic in which Paul Ewald had a special interest. The last two of Ewald’s papers in *Acta* are precisely on this subject (Ewald & Héno, 1968; Héno & Ewald, 1968) and it is fitting to make reference here to these two papers and appreciate the progress made during the last eighteen years.

There has been, recently, a renewed interest in the idea of using multiple Bragg scattering for extracting...