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depend on synthesis resolution and are sensitive to errors in structure
factors modules and phases. Data-bank based methods have been
developed which allow one to predict the true EDH for a protein
under investigation before the phase problem has been solved. Such
histograms may be used as additional constraints when solving the
phase problem.

Three ways of using EDH as an additional restriction are suggested.
The first one consist in direct minimisation of the discrepancy
between the true histogram and one calculated from current phases
values. Any additional requirements formulated as a minimal )
principle may be incorporated in this process. The second way is
iterative electron density modification restoring the true histogram
alternating with replacement of structure factors modules in the
modified synthesis by experimental ones. One more way to exploit
the information contained in a histogram is to use the similarity of the
true and a calculated histogran as an additional criterion for the
check of generated variants in Monte-Carlo based approaches.

There are many density-modification methods which imply some
form of histogram matching and that such methods are reviewed and
related to the EDH methods. Parallels with other classical approaches
are also found.

MS-02.01.06 INCORPORATION OF DIRECT METHODS WITH ALL
THE PROTEIN-CRYSTALLOGRAPHY PHASING TOOLS AVAILABLE.
A NEW PROBABILISTIC EXPRESSION FOR TRIPLETS AND
QUARTETS. By Christos Kyriakidis*, René Peschar and Henk Schenk.
Laboratory for Crystallography, University of Amsterdam, Nieuwe
Achtergracht 166, 1018 WV Amsterdam, The Netheriands.

Hitherto, the use of direct methods for solving structures from single-crystal
data seems to have been limiled to small structures. The reason for this is
clear: the joint probability distribution (j.p.d.) of three structure factors
depends in first approximation on NV® so the jp.d. gets increasingly
flattened if N becomes large. On the other hand, large structures such as
protens have been solved with use of SIRNAS and/or SAS. This raises the
question why direct methods fails while other techniques succeed. An
efficient way to improve the applicability of direct methods is o reduce
the number of variables (N) involved. In the casc of isomorphous data, as
present in techniques such as SIRNAS, SIRAS, SAS and 2DW, this
reduction can be achieved in a very simple way. It has been shown
recently that the concept of isomorphous structure factors can be useful for
estimating the doublet and triplet phase-sums present amongst them
(Kyriakidis, Peschar and Schenk, Acta Cryst., 1993, A49, March .issuc).
From the tests it appeared that for too low diffraction ratios, ie. almost
perfectly isomorphous structures, no useful cstimates could be obtained,
even for small structures. Analyses showed that in these cases the
reliability indicators were no longer properly defined. If the differences
between isomorphous structure factors become too small, the normal
mathematical procedure more or less fails. It scems that the very small
quantities cannot be expressed in terms of the usual variables. This
suggested that « different type of random variable should be defined: the
single difference of isomorphous structure factors, F,4 which is the
difference between two isomorphous structure factors FU[ and F,™. The
subscript v refers to a particular reflection and the superscripts ¢, m and d
denote dependence on the isomorphous data sets €, m and both ¢ and m
respectively. We have
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Expression (1) shows that F,,d depends only on the number of atoms (n)
for which the atomic scattering factors differ in F,* and F,”™ while, in
contrasl, F,," and F,™ depend on all N variables. Both the magnitude
|F,%| and the phase ¢, of F,4 are functions of the magnitudes and
phases of F,,‘? and F,™,

Based on the use of the F,? as random variables an efficient procedure
will be presented for the derivation of j.p.d.s of isomorphous data sets. It
will be shown that the usual probabilistic techniques, applied © these
random variables, finally resulis in the jp.d. of three, four and seven
single differences of isomorphous structure factors comprising three
doublets, eight triplets and sixteen quartet phase sums. A major advantage
of the new technique is that the inherent correlation between the
isomorphous data sets is removed if a mathematical procedure is set up for
the small difference itsclf. An important goal of the present contribution
is the derivation of a new expression for estimating the triplet and quartet
phase sums present among isomorphous data. It will be shown that the
new procedure, supplemented by optimal doublet phase-sum estimates that
use difference Patterson information (Kyriakidis, Peschar & Schenk, Acta
Cryst., 1993, A49, March issue) leads to far better results than obtainable
by other jp.d.-based expressions (Hauptman, Acta Cryst., 1982, A38,
289-294; 632-641; Giacovazzo, Acta Cryst., 1983, A39, 585-592;
Giacovazzo, Cascarano & Zheng, Acta Cryst., 1988, Ad4, 45-51; Fortier &
Nigam, Acta Cryst., 1989, A45, 247-254; Peschar & Schenk, Acta Cryst.,
1991, A47, 428-440) in particular if the diffraction ratio is small. E.g. for
the protein Cytochrome ¢ from  Paracoccus Denitrificans (Timcovich &
Dickerson, J. Biol. Chem., 1976, 251, 4033-4046) the error reduction for
the wiplets and quartets is more than 50% compared to previous
techniques. This reduction leads to a phase error small enough for direct
methods applications without the knowledge of the heavy atom substructure
(Kyriakidis, Peschar & Schenk, Acta Cryst., 1993, A49, May issue).

It should be noted that the above procedure may be used also for
complicated small structures when the traditional direct methods are not
sufficient to give any solution. Applications for small and protein structures
will be communicated.

PS-02.01.07 MOLECULAR SCENE ANALYSIS: THE
INTEGRATION OF DIRECT METHODS AND
ARTIFICIAL INTELLIGENCE STRATEGIES FOR
SOLVING*M PROTEIN STRUCTURE;S . By S.
Fortier and J. Glasgow , Depts. of
Chemistry and Computing and Information

Science’, Queen’s University, Kingston,
Canada K7L 3N6 and F.H. Allen, Cambridge
Crystallographic Data Centre, 12 Union
Road, Cambridge CB2 1E2, England.

A progress report on the development of a
knowledge-based system for protein crystal
structure determination will be presented.
The approach integrates direct methods and
artificial intelligence strategies to
rephrase the structure determination
process as an exerxcise in scene analysis.
A general joint probability distribution
framework, which allows the incorporation
of isomorphous replacement, anomalous
scattering and a priori structural
information, forms the basis of the direct
methods strategies. The accumulated know-
ledge on crystal and molecular structures
is exploited through the use of artificial
intelligence strategies, which include
techniques of knowledge representation,
search and machine learning. Progress on

the construction of a protein knowledge
base, the implementation of routines for
the automated interpretation of protein

electron density maps and the development
of conceptual c¢lustering techniques for
application to crystallographic data will
be reported.
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