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Recently there has been a growing interest in iterative algorithms with regards to structure determination of small molecule X-ray crystallographic data. The roots of iterative algorithms originate in electron microscopy community with the Gerchberg-Saxton algorithm[1], which was later refined by Fienup into the Hybrid input-output (Hio) algorithm [2], and Elser produced the difference map algorithm[3]. The reason for particular interest in iterative algorithms is their distinct advantages over the classical direct methods, namely not requiring any knowledge of the crystal symmetry, or composition in order to solve a structure. In classical direct methods the measured intensities are used directly to estimate the phases, this is not the case for the iterative algorithms making them more robust to experimental errors in the measured intensities, which is a distinct advantage for powder and electron crystallography datasets. Electron crystallography data is particularly problematic for direct methods because the underlying assumption of kinematic data does not always hold, due to the much stronger interaction of electrons with matter when compared to x-rays. An introduction to iterative algorithms with a historical perspective will be presented, with a particular emphasis being placed on the application of charge flipping algorithm[4] to the structure solution of electron crystallographic data sets.
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The structure-solution method called charge flipping [1] attracted a widespread attention of the crystallographic community also thanks to the quick availability of programs implementing the algorithm. Superflip [2] is one of these programs, and provides many unique features, including, for example, applications to aperiodic crystal structures. The development of Superflip led to several improvements of the charge flipping method and of its practical applicability. Although many of these improvements have been described in scientific literature, many still remain only in the state of computer code, sometimes used by the users without really knowing about it. The purpose of this contribution is to present three such unpublished features of Superflip: Generalization of the algorithm: Charge flipping can be thought as one of a family of related algorithms, with LDE or Elser’s Difference Map representing other variants. Superflip includes a generalized algorithm, and all three above-mentioned algorithms are internally implemented just as special cases of the general algorithm. Interested users can specify a generalized scheme allowing them to design new algorithms and their variants. Handling of missing reflections: It has been known since the beginning that missing reflections in the data set can pose problems for the charge-flipping method. Superflip offers three modes of handling missing reflections. Choosing the mode and setting the parameters of these modes properly can be crucial for solving structures with datasets with many missing reflections. Definition of initial density: In the original formulation charge flipping iteration starts from a random initial density. Sometimes, a partial structure model is known, and in that case it is possible to start the iteration from this point, and use charge flipping as a structure-completion method. A particularly attractive starting point is a Patterson superposition map, which can be obtained from the experimental data without any prior information about the structure. Such option is available in Superflip, and tests [3] show that it significantly speeds up the convergence of the charge flipping algorithm,
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Most of the crystal structure refinement techniques are based on the use of the joint probability distribution function \( P(E, E_r) \), where \( E \) and \( E_r \) are the normalized structure factors of the target and of a model structure respectively. More recently new contributions shifted the attention to the difference electron density \( \rho_{\text{DEDM}} = \rho - \rho_\text{ref} \) : methods based on its modifications (DEDM) started to play an important role, in combination with EDM (electron density modification) approaches [1], [2]. The study of the joint probability distribution function \( P(E, E_r, E_\text{ref}) \) suggested a new difference Fourier synthesis [3] particularly useful when the model is a rough approximation of the target structure. Its Fourier coefficients are the sum of the classical difference term \( (mF^2 - DE)^2 \) with a flipping term, depending on the model and on its quality. The flipping term is dominant when the model is poor, is negligible when the model is a good representation of the target structure. In case of random model the Fourier coefficient does not vanish and therefore could allow the recovery of the target structure from a random model. The new phasing algorithm does not require any use of the concept of structure invariant or seminvariant: it is only based on the properties of the new difference electron density and of the observed Fourier synthesis. The algorithm designed for recovering the correct structure from random phases or from a random model is cyclic and very easy to be implemented.