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Crystallographic patterns in three-dimensional euclidean space (E3) 
can be generated via orbits of motifs under the action of certain two-
dimensional discrete groups acting in hyperbolic space (H2) followed 
by “wrapping” of the hyperbolic planar pattern onto three-periodic 
hyperbolic surfaces (e.g. minimal surfaces). This approach underlies 
the EPINET project [1] described in detail elsewhere [3], [4], [5]. 

We describe an explicit mapping between H2 and E3, mediated by 
three-periodic hyperbolic surfaces embedded in E3, that allows unique 
identification of a discrete hyperbolic group plus a surface with a space 
group. 

The approach leads to the following concepts. First, point and 
plane groups describe isometries of the 2D sphere and euclidean plane 
respectively. Orbifolds offer a single coherent concept for point, plane 
and “saddle” groups, where the latter are isometries of H2. Second, 
we present a simple taxonomy of these groups into 8 classes via 
orbifolds, based on the generic topological and conformal structure of 
the orbifold,. Third, we define crystallographic saddle groups (“sponge 
groups”) -- analogous to crystallographic point groups. These include 
those hyperbolic orbifolds whose orbits on embedded surfaces induce 
space groups in E3. We present a number of sponge groups within all 
eight classes, including the most symmetric example. These results 
allow many of the 230 space groups to be described in a concise 
manner, combining 2D isometries with surface topology. 

[1] S. Hyde,V. Robins, S. Ramsden, http://epinet.anu.edu.au. [2] S.J. Ramsden, 
V. Robins, S.T. Hyde, Acta Cryst, 2010, A65, 81-108. [3] V. Robins, S. Ramsden, 
S. Hyde, Physica A, 2004, 339, 173-180. [4] V. Robins, S.J. Ramsden S.T. Hyde, 
Eur Phys J B 2004, 39, 365-375. 
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Clifford’s geometric algebra [1] efficiently encodes geometric 
information in terms of compact algebraic expressions. These 
expressions allow to easily retrieve all geometric properties (radius, 
position, center, normal directions, orientation, distances, angles, 
…), and one can simultaneously use these expressions as operators 
for transformations like reflections, rotations, roto-reflections, 
inversions (at points and spheres), roto-reflections, glide and screw 
transformations, etc. Products allow to combine objects, to intersect 
them, to compute their relative location and angles, etc. Thus geometric 
algebra has already been successfully applied to the description of 
crystallographic symmetry [2], [3]. We now extend this treatment by 
studying the description of offset subspaces in the geometric algebra 
of projective space Cl(Rn+1) and in the conformal model of Euclidean 
geometry, i.e. in Cl(Rn+1,1), see e.g. [4]. In particular, crystal planes in 
any dimension are such offset subspaces. The problem of defining 
a kD plane in terms of k+1 points on the plane is easily solved by 
taking the outer product of these points. Reciprocal vectors appear as 
support vectors of crystal planes, identical to the Euclidean parts of 
dual vectors describing hyperplanes in the above model algebras [5]. 

We mainly address crystallographers, who want to know how 
to successfully express their problems in the new comprehensive 
mathematical language of Clifford geometric algebra. We see a 
need for this, because so far many mainstream crystallographers are 
relatively unfamiliar with Clifford geometric algebra [6]. We focus 
on expressing key notions in standard crystallography, which clearly 
demonstrate how to employ the powerful invariant and dimension-

independent tools of Clifford geometric algebra. Thus we explain 
e.g. how to turn crystallographic Miller indexes into multivector 
expressions for crystallographic planes, and based on this how to 
directly compute crystal plane d-spacing, phase angles of structure 
factors, reflection conditions for the occurrence of Bragg reflections, 
interfacial angles, and the like.

[1] L. Dorst, D. Fontijne, S. Mann. Geometric Algebra for Computer Science: 
An Object-oriented Approach to Geometry. Morgan Kaufmann Series in 
Computer Graphics. San Francisco, 2007. [2] D. Hestenes, J. Holt Journal of 
Mathematical Physics 2007; 48, 023514. [3] E. Hitzer, C. Perwass. Advances 
in Applied Clifford Algebras 2010; 20(3-4), 631-658. [4] H. Li. Invariant 
Algebras and Geometric Reasoning. World Scientific: Singapore, 2008 [5] E. 
Hitzer. Math. Meth. Appl. Sci. 2011, online first. [6] E. Hitzer, H.Grimmer. 
Introduction to quaternions and geometric algebra and their applications 
in crystallography. Lecture at MaThCryst Satellite Conference at ECM 26 
on Minimal Surfaces, Aperiodic Structures, Geometric Algebra, Darmstadt, 
Germany, 2010, 27–29.
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We studied the phase stability of Mg(BH4)2 by means of symmetry 
analysis  of different structures optimized via first-principles methods 
[1]. In particular, we focused on the symmetry relations between  
space groups I41/amd (IT 141), I-4m2(IT 119) and F222 (IT 22) as 
one chain of subgroups and groups I41/amd (IT 141), Fddd (IT 70) and 
F222 (IT 22) as the second chain of subgroups. By that analysis, based 
on the theory of space groups and their representations (symmetry 
analysis method –SAM [2]) we found all transformations from the 
parent structure, described by the high symmetry group, to the 
structures with symmetries belonging to the appropriate subgroups. 
The main interesting result of the symmetry transformation provided 
the displacements of the atoms from their initial positions (by polar 
vector type SAM), and the ordering of clusters localized on given 
positions (by second rank tensor type SAM). The deformations of 
BH4 clusters have been investigated by these two ways. Both vector 
and tensor type methods lead to the same description of ordering of 
deformed clusters, with the number of free parameters reduced to the 
same necessary minimum. Moreover this minimal number of free 
parameters has been used in the procedure of finding the lowest total 
energy for each proposed model of Mg(BH4)2 structure as follows. 
For every transformation from parent group to it subgroup, from 
symmetry point of view, each atom is allowed to move only in a 
strictly given direction (a displacement vector). This permits us to 
reduce the number of parameters we have to consider when looking for 
the minimum energy of the system under investigation. For example: 
the transition between groups (IT 141) and (IT 119) for Mg(BH4)2 in 
general is described by 264 free, independent parameters (88 atoms 
in the unit cell, each can move along x,y,z axis). Using the symmetry 
analysis this number is reduced to only 9 coefficients and in the case 
of transition between (IT 119) and (IT 22) this number becomes 12 
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instead 264. The minimal energy surface was accordingly mapped 
by changing the values of those none (twelve) factors. Consequently, 
atoms are allowed to move in particular directions dictated by the 
symmetry relations between groups.

[1] R. Caputo, A.Tekin, W. Sikora, A. Zuttel, Chemical Physics Letters 2009, 
480, 203-209. [2]. W. Sikora, L. Pytlik, Copyright @ 2010 by Nova Science 
Publishers, NY in Group Theory: Classes, Representations and Connections, 
and Applications. 2010, 1, 1-40.
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One of the direct proofs for local lattice instability above TC 
in ferroelectric perovskites ABO3 is a weak birefringence [1]. Its 
temperature dependence characterizes local maximum on Δn(T) run, 
with large thermal hysteresis. This is due to a specific co-existence 
above TC  of the local lattice instability and non-polar matrix. Bussmann-
Holder et al [2] have theoretically considered temperature range of this 
co-existence as polar micro/nano-regions. However, such instability 
has not been verified yet for antiferroelectric phase transition. That 
is why for model antiferroelectric material lead zirconate PbZrO3, 
in which transition from the paraelectric to aniferroelectric phase is 
realized directly or through an intermediate ferroelectric phase, the 
investigations of the optical, dielectric, electrostrictive properties 
and local electric conductivity measured in nano-scale by means of 
LC-AFM method have been carried out. The goal of these experiments 
was to check if locally breaking symmetry is a common feature for 
discontinuous phase transitions regardless of whether transition 
is realized as the transition to a polar (ferroelectric) phase or to a 
non-polar (antiferroelectric) phase. Similar experiments have been 
performed for solid solutions based on the antiferroelectric PbZrO3. 
The temperature range of the pre-transitional local instability has 
been verified for different phase transformations appearing in these 
solutions.

[1] A. Ziębińska, D. Rytz, K. Szot, M. Górny, K. Roleder, J. Phys.: Condens. 
Matter 2009, 20, 142202. [2] A. Bussmann-Holder, H. Beige, G. Völkel, Phys. 
Rev. B 2009, 79, 184111. [3] J.H. Ko, S. Kojima, T.Y. Koo, J.H. Jung, C.J. Won, 
N.J. Hur, Appl. Phys. Lett. 2008, 93, 102905.
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In organic electronics the use of self-assembly is one promising 
approach to high yield and reproducibility in device fabrication. Thin 
film transistors have been built from a quinquethiophene self assembled 
monolayer with a yield of one and accordingly integrated circuits 
like bit generators could be realized [E.C.P. Smits et al., “Bottom-
up organic integrated circuits”, Nature 455, 956-959 (2008)]. Three 
elements of the molecule are crucial for the monolayer formation and 
the electronic properties. First the monofunctional anchoring group 
which avoids uncontrolled polymerization, second the flexible dodecyl 
part and third the rod-like quinquethiophene units. The flexible spacer 
groups allow the semiconducting quinquethiophene units to form two-
dimensional crystallographic order. It is the first system reported with 
a long range ordered self-assembled monolayer formed on silicon 
oxide. The formation of monolayers has been followed by atomic force 
microscopy and x-ray reflectivity. The in-plane order of the monolayer 
has been investigated by grazing incidence in-plane diffraction which 
reveals three nicely pronounced Bragg rods already in the submonolayer 
state. Two-dimensional crystals with a rectangular unit cell are deduced 
with up-right standing molecules which are packed in a herringbone 
pattern. Several irreversible effects are observed by heat treatment: i) a 
phase transition where the molecules are tilted 13° towards the b-axis 
of the unit cell is found after a heat treatment at 400K and  ii) a gradual 
increase of the tilt angle with increasing temperature of heat treatment. 
In-situ experiments reveal that the expansion of the unit cell is not fully 
reversible, that the crystallographic order is lost above 520K and that 
the monolayer remains in an amorphous state until 620K. Above that 
temperature, desorption of the self-assembled monolayer is clearly 
detectable by a reduction of the monolayer thickness. No detectable 
monolayer is present above 880K. 

Figure: Chemical structure of the quinquethiophene based molecule used to 
prepare self-assembled monolayers on silicon oxide surfaces
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