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Coherent X-ray diffraction imaging at cryogenic temperature (cryo-CXDI)

allows the analysis of internal structures of unstained, non-crystalline, whole

biological samples in micrometre to sub-micrometre dimensions. Targets include

cells and cell organelles. This approach involves preparing frozen-hydrated

samples under controlled humidity, transferring the samples to a cryo-stage

inside a vacuum chamber of a diffractometer, and then exposing the samples to

coherent X-rays. Since 2012, cryo-coherent diffraction imaging (CDI) experi-

ments have been carried out with the X-ray free-electron laser (XFEL) at the

SPring-8 Ångstrom Compact free-electron LAser (SACLA) facility in Japan.

Complementary use of cryo-electron microscopy and/or light microscopy is

highly beneficial for both pre-checking samples and studying the integrity or

nature of the sample. This article reports the authors’ experience in cryo-XFEL-

CDI of biological cells and organelles at SACLA, and describes an attempt

towards reliable and higher-resolution reconstructions, including signal

enhancement with strong scatterers and Patterson-search phasing.

1. Introduction

Since the first demonstration of coherent X-ray diffraction

imaging (CXDI) (Miao et al., 1999), its potential has been

actively studied in both material and biological sciences (Miao

et al., 2015). In CXDI, spatially coherent X-rays irradiate an

isolated sample object and yield a Fraunhofer diffraction

pattern of the object on an Ewald sphere (Fig. 1). The pattern

must be recorded on an area detector under the oversampling

(OS) condition (Miao et al., 2003), which enables recovery of

phase information directly from the diffraction intensity by

using an iterative phase retrieval (PR) algorithm (Fienup,

1982). Thus, we can obtain a projected electron-density map of

a sample object within a given spatial resolution, where the

curvature of the Ewald sphere is regarded as a flat plane

perpendicular to the incident X-ray beam (projection

approximation; Chapman et al., 2006). The long penetration

depth and short wavelength of hard X-rays allow visualization

of internal structures of whole objects, which are too thick for

electron microscopy (EM), and beyond the resolution limit of

light microscopy (LM).

Recently, X-ray free-electron laser (XFEL) sources (Emma

et al., 2010; Ishikawa et al., 2012) have provided new oppor-

tunities in CXDI. Intense, hard X-ray pulses with nearly 100%

spatial coherence and �10 fs duration enable diffraction data

collection before radiation damage occurs, though samples

irradiated with an XFEL pulse are destroyed at an atomic

level (Neutze et al., 2000). This advantage is clearly demon-

strated in a study of damage-free structures up to at least

�2 Å resolution by XFEL protein crystallography (Hirata et
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al., 2014). XFEL-coherent diffraction imaging (CDI) has so

far revealed 30–100 nm resolution structures of non-crystal-

line biological samples such as viruses (Seibert et al., 2011;

Kassemeyer et al., 2012), cellular components (Hantke et al.,

2014; Takayama, Inui et al., 2015; Oroguchi et al., 2015) and

bacterial cells (Kimura et al., 2014; van der Schot et al., 2015;

Oroguchi et al., 2015). In addition, the high repetition rate of

XFEL pulses yields much diffraction data in a short time,

allowing reconstruction of three-dimensional structures of

homogeneous samples (Ekeberg et al., 2015) and statistical

analysis of both the shape and internal structures of

inhomogeneous samples (Takahashi et al., 2013).

For biological samples, it is critical to maintain their

hydrated state throughout the experiment. Imaging before

sample destruction with XFEL enables one to study cells in

solution (Kimura et al., 2014) or before drying (van der Schot

et al., 2015). Living cell morphologies, however, may change

during the experiment or isolated cell organelles are often

unstable and deteriorate. Cryo-XFEL-CDI can help solve this

(Takayama & Nakasako, 2012; Nakasako et al., 2013;

Takayama, Inui et al., 2015; Oroguchi et al., 2015). Flash-

cooling of samples can retain hydrated states and the integrity

of cellular and sub-cellular structures (McDowall et al., 1983)

even in a vacuum. Frozen samples can be stored in liquid

nitrogen and large amounts of intact samples be supplied for

the best use of the XFEL beam. This potentially allows study

of cells at a particular period of the cellular cycle. Further-

more, signal-to-noise (S/N) ratios of diffraction data can be

improved by reducing surrounding ice.

We have conducted a series of cryogenic XFEL-CDI

experiments at the SPring-8 Ångstrom Compact free-electron

LAser (SACLA) facility in Japan since 2012. This article

reports on our progress and touches on the current status of

cryo-XFEL-CDI of biological samples. We discuss future

applications in higher spatial resolution analysis and robust

phasing. We also show the benefits of complementary use of

cryo-EM and LM to answer biological problems.

2. Methods

2.1. Preparation of frozen-hydrated samples and pre-check
with cryo-EM and LM

We modified the sample preparation protocol widely

adopted in cryo-EM (Fig. 2a; Takayama & Nakasako, 2012;

Takayama, Inui et al., 2015). For sample support, we prepared

a �20 nm-thick carbon membrane adhered onto a custom-

made metal disc with multiple measurement windows

(Nakasako et al., 2013) or a 100 nm-thick silicon nitride

membrane (Norcada, Canada) with carbon deposition. The

membrane surface was treated with 0.1%(w/v) polylysine

solution (Sigma–Aldrich, USA), which increases the affinity of

the surface for biological samples (Takayama, Inui et al., 2015).

Then, we used a custom-made humidity-controlling device

with a light microscope (Fig. 2b; Takayama & Nakasako,

2012). Approximately 2 ml of concentrated sample suspension

was directly applied on the support membrane under

controlled relative humidity (RH) of �100%. After a few

minutes, excess solution was blotted off while monitoring the

amount of solution remaining, the number density of sample

particles etc. with the scope. The sample support disc was

transferred to a freezing device while keeping RH higher than

90% and rapidly frozen by plunging it into liquid ethane.

The frozen samples were examined with cryo-EM and/or

cryo-LM. We used a JEM-2100 electron microscope (JEOL,

Japan) operated at an accelerating voltage of 200 kV with a

626 cryo-sample holder (Gatan Inc., USA) and a BX51 light

microscope (Olympus, Japan) with a CLM77K cryo-sample

stage (Instec Inc., USA). If the number density of target

objects and the ice thickness appeared suitable, several more

samples were frozen in the same way. The humidity-control-

ling device made the procedure highly reproducible. The

samples were stored in liquid nitrogen until cryo-XFEL-CDI

experiments. When necessary the samples examined by cryo-

EM and cryo-LM can also be recovered just by keeping them

cold. The devices used for sample preparation are installed in

a biological sample room next to the experimental hall of

SACLA. Hence, experimental results can be quickly used to

feedback to the next sample preparation even during a period

of limited beamtime.

2.2. Cryo-XFEL-CDI experiments at SACLA

A series of cryo-XFEL-CDI experiments have been

performed at SACLA BL3 (Tono et al., 2013) since March

2012. The experimental setup is illustrated in Fig. 1. We used

KOTOBUKI-1 diffractometers (Nakasako et al., 2013;
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Figure 1
Schematic illustration of the cryo-XFEL-CDI experiment. The distances
of the sample to the MPCCD Octal detector and the Octal to Dual
detectors are both �1.6 m for the KOTOBUKI-1 diffractometer and
�1.5 m for the TAKASAGO-6.



Oroguchi et al., 2015) until July 2014 and TAKASAGO-6 from

March 2015. Inside the vacuum chamber of both diffract-

ometers, a cryogenic pot is placed on a motorized translation

stage. The pot is filled with liquid nitrogen and cooled to

�66 K with evaporative cooling. A frozen sample support disc

transferred into the pot can be kept at �66 K through thermal

contact during X-ray exposures.

Either diffractometer was installed downstream of Kirk-

patrick–Baez focusing mirror optics (Yumoto et al., 2012), with

the sample position set at the focal spot of the mirrors. The

mirrors focus the X-ray beam to �1.5 � 1.5 mm at half-

maximum intensity (�2.0 � 2.0 mm at half-maximum ampli-

tude) and a single pulse of 5.5 keV X-ray delivers �1010–1011

photons to the focal spot (Oroguchi et al., 2015). A pair of

L-shaped Si slits placed 10 mm upstream of the sample posi-

tion removes almost all parasite scattering from the beamline

optics to a resolution of 500–600 nm (Oroguchi et al., 2015).

Multi-port CCD (MPCCD) Octal and Dual detectors

(Kameshima et al., 2014) disposed in tandem (Fig. 1) record

the diffraction pattern with a resolution range of approxi-

mately 7–200 nm and 80–550 nm, respectively. A beam stop of

2 � 2 mm and aluminium attenuators with five variable

thicknesses (15–100 mm) are inserted in front of the Dual

detector. To obtain diffraction patterns with optimal S/N

ratios, we adjusted the central opening of the Octal detector

from 9 to 3.5 mm and changed the attenuator to avoid pixel

saturation.

An XFEL pulse damages samples around the irradiation

center. The damaged area extends to at least 15 mm (Naka-

sako et al., 2013; Hirata et al., 2014). Hence, we raster-scanned

the sample support disc with a step of 25–50 mm to provide a

fresh area for every exposure. The scheme for the scan can be

edited in a GUI window of the IDATEN control-software

suite, and is then submitted to a controller of the sample stage

to synchronize movement of the sample stage and exposure of

XFEL pulses (Sekiguchi, Yamamoto et al., 2014).

2.3. Data processing

After each raster scan, diffraction data sets were processed

by the G-SITENNO suite (Sekiguchi, Oroguchi et al., 2014;

Sekiguchi, Yamamoto et al., 2014) installed on an HPC cluster

system at SACLA (Joti et al., 2015). The software suite auto-

matically subtracts the dark current of the detector from

diffraction patterns, merges pairs of the patterns recorded on

the Octal and Dual detectors, and identifies patterns with a

given level of signals as ‘hit’ from a huge number of patterns

(Sekiguchi, Oroguchi et al., 2014). Then it calculates preli-

minary image reconstruction from all the hit patterns by using

hybrid input–output (Fienup, 1982) and shrink-wrap (March-

esini et al., 2003) (HIO–SW) algorithms.

G-SITENNO also provides statistics of diffraction data sets

and a graphical summary of the preliminary reconstruction

(Sekiguchi, Yamamoto et al., 2014). Based on the information,

we can adjust conditions for the next diffraction measurement

and/or sample preparation during a single beamtime session.
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Figure 2
Preparation of frozen-hydrated biological samples. (a) Procedures for
pre-treatment of the sample support disc and preparation of frozen-
hydrated biological samples under controlled RH. (b) The sample
preparation chamber attached to the sample stage of the light
microscope. The sample container can be detached from the humidity
chamber and attached to a freezing device while maintaining humidity
(Takayama & Nakasako, 2012). (c) LM observation of a frozen-hydrated
sample of chloroplasts isolated from C. merolae, taken at a sample
temperature of 82 K. The sample was frozen on a silicon nitride
membrane under �100% RH as in x2 and panel (a). The bar represents
50 mm.



2.4. Structural analysis

Reconstruction of projected electron-density maps from

diffraction patterns was carried out on the HPC systems at

SACLA. To improve S/N ratios, diffraction patterns were first

2� 2 binned, which kept the two-dimensional OS ratios�6 or

higher (Table 1). The data binning does not affect the quality

of reconstructions when the OS ratio is higher than 5 (Miao et

al., 2003). The PR calculation needs to define the ‘support’,

which should roughly enclose target objects. As an initial

estimate of the support, we usually used a loose envelope of

autocorrelation of the sample (Marchesini et al., 2003)

obtained by calculating the Patterson map, which is a Fourier

transform of the diffraction pattern. The initial support was

also derived from cryo-EM observation for a chloroplast or by

the Patterson-search phasing method (Takayama, Maki-

Yonekura et al., 2015) for samples containing colloidal gold

particles. Then, starting from random densities and the

support, we carried out hundreds to thousands of independent

HIO–SW PR calculations to produce initial reconstructions of

the target objects. A principal component analysis (PCA;

Sekiguchi et al., 2016) was applied to select the most probable

group of the initial reconstructions. The top 100 reconstruc-

tions that best represented the group were averaged and used

to refine the support. When starting from the support deter-

mined by Patterson-search phasing, the PR calculations

converged to a well defined solution, and this case did not

need PCA as previously reported (Takayama, Maki-Yonekura

et al., 2015).

We again repeated hundreds to thousands of independent

PR calculations with the refined support and random densities

by using the oversampling smoothness (OSS) algorithm

(Rodriguez et al., 2013). We adopted the final projected

electron-density map by averaging 100 of the most reliable

reconstructions through PCA. The effective resolution of the

projection map was taken to be the resolution where the phase

retrieval transfer function (PRTF; Chapman et al., 2006) of the

map drops below 0.5.

3. Results and discussion

3.1. Sample preparation for efficient collection of optimal
diffraction signals from biological samples

The data collection efficiency per sample support disc

strongly depends on the number density of target objects, yet

isolated objects are preferable for the PR calculation. Thus, it

is ideal to have a high number density of mono-dispersed

particles on the support membrane. Biological samples,

however, tend to aggregate when blotting off excess solution

due to a low affinity between membrane and sample. We

found that a carbon membrane with polylysine treatment was

very effective in yielding suitable samples (Takayama, Inui et

al., 2015). By adjusting the concentration of chloroplasts from

red algae Cyanidioschyzon merolae, we prepared frozen-

hydrated samples as in Fig. 2(c). Here there are approximately

2–5 chloroplasts per (10 � 10 mm), which is a suitable

concentration for cryo-XFEL-CDI. This number density is

only reproducible with membranes treated with polylysine.

Diffraction patterns obtained by cryo-XFEL-CDI are

strongly affected by several factors such as the incident-beam

intensity, the relative position of sample objects to the beam

center and the total scattering cross section of samples within

the beam. In addition, the humidity during sample preparation

and the thickness of surrounding ice are also critical to obtain

optimal diffraction signals from biological samples (Fig. 3).

Chloroplast samples prepared under 100% RH and embedded

in thin vitreous ice gave good diffraction signals (Fig. 3a; see

also Table 1 for the statistics). The pattern is composed of
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Table 1
Statistics of diffraction patterns and PR calculations.

Correlation of the Friedel mate on the diffraction pattern is calculated as follows: Csym ¼ ðE�OÞ=ðEþOÞ, E ¼
P

x;y½I0ðx; yÞ þ Isymð�x;�yÞ�2,
O ¼

P
x;y½I0ðx; yÞ � Isymð�x;�yÞ�2 where I0ðx; yÞ and Isymð�x;�yÞ represent the diffraction intensity in the region of interest with 100 � 100 pixels and its

Friedel mate, respectively. When the diffraction pattern displays the ideal Friedel symmetry, the Csym value becomes 1 (Sekiguchi, Oroguchi et al., 2014).

Maximum resolution is defined as the highest resolution shell including at least two detector pixels with four photons or more (Sekiguchi, Yamamoto et al., 2014).

The OS ratio of the reconstructed map is defined as the number of pixels in the diffraction patterns over the number of pixels in a support of the map, which
corresponds to the redundancy of the data (Miao et al., 2003).

RF is defined as RF ¼
P
jjFobsj �KjFcalcjj=

P
jFobsj, where jFobsj and jFcalcj are the observed structural amplitude and that calculated from the averaged electron-

density map. K is a scale factor between both the amplitudes (Miao et al., 2006).

The effective resolution of the averaged electron-density map is defined as the resolution where the PRTF drops below 0.5 (Chapman et al., 2006). The calculation
only includes pixels with four photons or more.

Diffraction pattern in Fig. 3(a) 3(b) 3(c) 4(b) 5(b) 6(b) 6(e) 7(a) 7(b)

Csym 0.75 † 0.79 0.91 † 0.91 0.97 0.90 0.91
Maximum resolution 21.8 46.2 10.2 17.5‡ 42.5‡ 26.3 14.9 8.4‡ 7.7‡

Reconstructed map in Fig. 4(c) 5(c) 7(e) 7(f)
OS ratio 5.8 18.9 43.5 38.5
RF 0.27 0.23 0.32 0.31
Effective resolution (nm) 192.2 51.6 28.5 23.1

† We were not able to assign enough area to calculate the Csym value for the diffraction patterns in Figs. 3(b) and 5(b) as the patterns show low diffraction signals. ‡ Maximum
resolution of the diffraction patterns for the structural analysis was calculated after 2 � 2 binning (see x2).



speckles with �5 � 5 pixels, which relates to a single chloro-

plast with a dimension of �1.5 mm. The characteristic features

in the pattern probably reflect internal structures of the

chloroplast. In contrast, diffraction patterns obtained from

samples prepared below 90% RH show much weaker signals

(Fig. 3b and Table 1), suggesting that finer chloroplast struc-

tures were destroyed at the lower humidity. Samples

embedded in thicker ice also yielded strong diffraction

patterns extending over wider diffraction angles (Fig. 3c and

Table 1). However the pattern shows fewer features and much

smaller speckles, likely reflecting an ice blob. The signals from

the biological objects are of little use here as they are weaker

than those from the thick ice.

As demonstrated above, cryo-XFEL-CDI of biological

samples is highly reliant on suitable samples. Hence a pre-

check of samples with cryo-EM and/or LM is very helpful for
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Figure 3
Diffraction patterns from frozen-hydrated chloroplast samples. Diffraction data were collected from chloroplasts frozen in thin vitreous ice under
�100% RH (a), below 90% RH (b), embedded in thicker ice (c). Figures from the left to right columns correspond to representative diffraction patterns
showing higher signals, histograms of total intensity over diffraction data sets collected from samples frozen in the same way and histograms of maximum
resolution, respectively. See the footnote of Table 1 for the definition of the maximum resolution. Arrowheads in (a) refer to characteristic signals from
the chloroplast. Arrows in the histograms indicate the intensity and maximum resolution for the corresponding diffraction patterns in the left column.
The total intensity represents the sum of raw diffraction intensities within the central 512 � 512 detector pixels on the MPCCD Octal detector, the area
which does not include the missing central parts on the Dual detector. The histograms are calculated from 3135 XFEL shots for six sample support discs
(a), 167 shots for two discs (b) and 167 shots for three discs (c). The thickness of ice was roughly estimated by monitoring with LM during sample
preparation. The color scale of all the diffraction patterns is identical and shown at the top of (a).



efficient collection of optimal diffraction signals. From the sort

of samples shown in Fig. 2(c), more than 65% of XFEL shots

yielded diffraction signals with a resolution better than 70 nm.

A single biological object of around 1–2 mm typically

diffracted X-rays to a resolution of 40–45 nm (Fig. 3a), but we

sometimes observed diffraction signals beyond a resolution of

20 nm from biological objects probably located near the

center of the beam (Takayama, Inui et al., 2015).

3.2. Structural analysis of frozen-hydrated biological samples

Here we describe the application of cryo-XFEL-CDI to two

biological samples: chloroplasts isolated from C. melorae and

minicells grown from Escherichia coli strain ME8077 (Adler et

al., 1967). Complementary use of EM and LM was also quite

useful in these applications, as will be demonstrated below.

We first took a correlative LM and EM approach (CLEM;

de Boer et al., 2015) for the chloroplast samples. A frozen-

hydrated chloroplast appears green under cryo-LM, indicating

the presence of chlorophylls (Fig. 4a). The same chloroplast

has a nearly perfect circular shape with a dimension of

�1.7 mm under cryo-EM at a higher magnification (Fig. 4b).

Fig. 4(c) shows a representative diffraction pattern obtained

with a single XFEL shot from a frozen-hydrated chloroplast

sample like that in Fig. 2(c). The statistics of the pattern are

summarized in Table 1. The speckle size of the pattern is

�5� 5 pixels, which is consistent with the size of a chloroplast

estimated from the dimension in Fig. 4(b). As the dimension of

the chloroplast is approximately three times larger than the

small-angle resolution of the pattern (see x2), many speckles

near the beam center are not recorded in the pattern.

Nevertheless, we succeeded in reconstructing a projected

electron-density map of the chloroplast (Fig. 4d) from the

diffraction pattern at an effective resolution of 192 nm

(Table 1). This reconstruction started from a circular support

with the same diameter as that observed by cryo-EM (Fig. 4b).

In contrast, PR calculations failed when starting from an

envelope of autocorrelation of the sample (see x2) or a circular

support with a 1.2 times larger diameter than that from the

cryo-EM observation. This indicates that a reliable initial

support is very important especially for a larger object. The

map clearly resolves two regions with high projected electron

densities. This characteristic feature is consistent with previous

observations by fluorescence LM and cryo-XFEL-CDI

(Takayama, Inui et al., 2015) and likely represents a stack of

folded thylakoid membrane layers, which contain many

photosynthetic protein complexes and chlorophylls (French,

1971). The reconstructed map is the product of the projected

electron density of the sample and the amplitude of the beam

with a Gaussian-like profile. This results in a gradual decrease

of the density away from the beam center, but does not affect

the appearance of the reconstruction seriously even when the

object dimension is slightly smaller than or comparable to the

beam width of �2.0 mm at half-maximum amplitude.

A typical E. coli minicell has a circular cell body with a

diameter of �800 nm and one flagellum with a diameter of

30 nm (Fig. 5a). Some cells lose the flagellum during growth. A

single-shot diffraction pattern of a frozen-hydrated minicell

shows concentric rings, reflecting the circular cell body (Fig. 5b

and Table 1). A projected electron-density map of the minicell

(Fig. 5c) was successfully reconstructed from the diffraction

pattern at an effective resolution of 52 nm (Fig. 5b) by using

the conventional PR protocol starting from an envelope of

autocorrelation. The map resolves non-uniform densities

likely representing the distribution of cellular components,

which were reported by EM observations with chemical fixing

and thin-sectioning (Dennis & Rogerson, 1975). Again cryo-

XFEL-CDI can study a whole intact cell without these treat-
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Figure 4
Structural analysis of chloroplasts isolated from C. merolae. Light (a) and electron (b) micrographs of a frozen-hydrated chloroplast isolated from C.
merolae observed under cryogenic conditions. The sample was frozen on holey carbon film (Quantifoil Micro Tools GmbH, Germany) as in x2 and Fig.
2(a). Micrographs were taken at 81 K (LM) and 97 K (EM). (c) A diffraction pattern from a frozen-hydrated chloroplast. The pattern is 2� 2 binned. (d)
A projected electron-density map of the chloroplast reconstructed from the diffraction pattern in (c). This was obtained by the HIO–SW PR, but no
stable solution was obtained by the OSS PR for this pattern in (c) (see x2). The bars represent 5 mm (a), 1 mm (b) and 500 nm (d). The color scales are
shown at the top of the panels in (c) and (d).



ments. The map also shows a flagellum-like structure sticking

out from the cell body (Fig. 5c). The dimension of the single

flagellum is consistent with the resolvable size from the

Rayleigh criterion at this resolution. The structure is

confirmed by an omit difference Fourier map (Drenth, 2007)

between the observed and calculated amplitudes with the

calculated phase by masking the flagellum-like density in the

reconstructed map (Fig. 5d). We also found that the PR

calculations led to less converged reconstructions when

starting from a support excluding the flagellum-like density. To

confirm if the structure represents the flagellum, we need to

resolve the characteristic helical structures at a much higher

resolution (Yonekura et al., 2003). We are now attempting to

extend the resolution by imaging with strong scatterers (see

below) to resolve the flagellum and other cellular components

more clearly.

3.3. Enhancement of diffraction signals from weaker scat-
terers

As shown above, attainable spatial resolution for biological

samples by current XFEL-CDI experiments has been limited

to several tens of nanometres due to their poor scattering

power. We proposed a method to extend the spatial resolution

by imaging biological objects together with colloidal gold

(CG) particles (Takayama, Maki-Yonekura et al., 2015). Weak

signals from biological objects can be enhanced to a detectable

level by interference with strong diffraction waves from the

CGs (Shintake, 2008, 2010; Oroguchi & Nakasako, 2013; Kim

et al., 2014; Takayama, Maki-Yonekura et al., 2015). We can

derive a reliable initial phase from the positions of CGs

determined by the Patterson-search method as in X-ray

crystallography (Jacobson & Beckman, 1979; Sheldrick, 1997).

Here, we demonstrate the enhancement of diffraction

signals from a holey silicon nitride membrane with a thickness

of 100 nm (Norcada, Canada) by dispersing CG particles on it

(Fig. 6a). Figs. 6(b) and 6(c) show a diffraction pattern with

good signals and the statistics of diffraction patterns from the

membrane alone. A Patterson map calculated from this

diffraction pattern (Fig. 6b) reveals a ring with a diameter of

3.6 mm, representing a hole with a diameter of �1.8 mm (Fig.

6d). Diffraction signals from the holey membrane are detected

to a resolution of 26 nm or lower (Fig. 6b and Table 1). In

contrast, diffraction signals from the �80 nm CG particles

(BBI Solutions, UK) on the holey membrane double the width

of spatial frequencies (Figs. 6e and 6f). The enhanced pattern

(Fig. 6e) clearly resolves concentric rings characteristic of a

hole on the membrane up to the edge of the diffraction

pattern, proving that the resolution of signals from the hole is

improved by a factor of two or more. As the direction of the

enhanced signals reflects the relative position of the gold

particles against the hole, the diffraction pattern (Fig. 6e)

should originate from a similar field to that in Fig. 6(a). The

interference fringes yield a pair of holographic images repre-

senting the hole on a Patterson map (Fig. 6g). The intensity of

the Patterson map is amplified approximately ten times owing

to the high projected electron density of the CG particles (Als-

Nielsen & McMorrow, 2011).

We are now improving both the sample preparation for

imaging biological targets with CG particles and the algorithm

for initial phasing. As previously shown (Takayama, Maki-

Yonekura et al., 2015), the density and arrangement of both

biological targets and CG particles are critical for this

approach. Again, the humidity-controlling sample preparation

device and cryo-EM observation help to prepare suitable

samples reproducibly (see supplementary Fig. 3 of Takayama,

Maki-Yonekura et al., 2015).
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Figure 5
Structural analysis of E. coli minicells. (a) An electron micrograph of a
minicell (E. coli strain ME8077) negatively stained with phosphotungstic
acid. The arrow indicates a flagellum sticking out from the cell. (b) A
diffraction pattern from a frozen-hydrated minicell. The pattern is 2 � 2
binned. (c) A projected electron-density map of the minicell recon-
structed from the diffraction pattern shown in (b). Arrows indicate a
density similar to the flagellum. (d) An omit difference Fourier map
between the observed and calculated structural amplitudes with the
calculated phases by masking the flagellum-like density in the
reconstructed map. The omit difference Fourier map theoretically gives
the density of the omitted structure at half the weight of the original
(Drenth, 2007). The bars represent 500 nm. The color scales are shown at
the top of the panels in (b)–(d).



3.4. Demonstration of Patterson-search phasing for experi-
mental diffraction patterns from distributed CG particles

When a diffraction pattern is obtained from a field

containing several distributed objects as in the example for

signal enhancement described above, the conventional PR

calculation often fails due to a smaller OS ratio and lack of

information around the center of the diffraction pattern (Miao

et al., 2003; Kobayashi et al., 2014). Figs. 7(a) and 7(b) show

diffraction patterns from �250 nm CG particles (BBI Solu-

tions, UK). The speckle sizes of �6 � 7 and �8 � 12 pixels

correspond to effective sample sizes of �1.2 � 1.0 mm and

�1.2 � 0.7 mm, respectively, whereas the structural informa-

tion of sizes larger than �520–610 nm, i.e. the arrangement of

the CG particles, is missing due to the central beam stop. Only

15.2% and 2.4% of conventional PR reconstructions starting
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Figure 6
Enhancement of diffraction signals from holey silicon nitride membrane by interfering with signals from CG particles. (a) Electron micrograph of a
cluster of CG particles on holey silicon nitride membrane. (b), (e) Diffraction patterns from the holey membrane alone (b) and CG particles on the holey
membrane (e). The inset in (b) corresponds to an enlarged view of the central diffraction pattern within jSx;yj � 6 mm�1 showing concentric rings
characteristic of the hole. Arrows in (e) indicate characteristic interference fringes extending to the edge of the pattern. (c), (f) Histograms of diffraction
intensity and of maximum resolution of the patterns from the holey membrane alone (c) and CG particles on the holey membrane (f). Collected from 578
(c) and 788 XFEL shots (f). Arrows in the histograms in (c) and (f) indicate the intensity and maximum resolution for the corresponding diffraction
patterns in (b) and (e), respectively. See also the caption of Fig. 3 for the histograms. (d), (g) Patterson maps calculated from the patterns in (b) and (e),
respectively. To minimize the effect from the missing data near the beam center, a 1 � Gaussian high-pass filter was multiplied with the diffraction
patterns (Chapman et al., 2006). Autocorrelation with the hole reveals a twofold larger ring in the Patterson map (d). Cross-correlation or convolution of
projected densities of the hole and the CG particles yields a pair of holographic images of the hole (arrows). The bar in (a) represents 500 nm. The color
scale in (b) and (e) is identical and shown at the left side of (e). Note that the color scale in (g) is three times higher than that in (d) owing to the high
projected electron density of the CG particles.
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Figure 7
Image reconstructions from experimental diffraction patterns of distributed CG particles by the Patterson-search phasing method. (a), (b) Diffraction
patterns from CG particles. The patterns are 2 � 2 binned. (c) A sharpened Patterson map calculated from the diffraction pattern shown in (a). The
polyhedral nature of CG particles yields ‘fringes’ around the cross-peaks. (d) A superposition minimum function map derived from the sharpened
Patterson map in (c) after five iterations (see Methods in Takayama, Maki-Yonekura et al., 2015). In the map, correct peaks are found at positions of CG
particles, but false peaks that arise from the ‘fringes’ in (c) also appear around the correct peaks. By ignoring the weak peaks which are too close to the
strong peaks (closer than 1.5 times the mean diameter of the CG), we assigned circular supports indicated with yellow dotted lines onto the peak
positions as an initial support. The diameter of the circle was set to 1.5 times larger than the mean diameter of the CG particles. (e), (f) Projected
electron-density maps in (e) and (f) reconstructed from the diffraction patterns in (a) and (b), respectively, by using the Patterson-search phasing
method. The whole procedure is semi-automated as described in Takayama, Maki-Yonekura et al. (2015). The bars represent 500 nm. The color scales are
identical in the panels in the same row, and shown at the left side of each row.



from an envelope of autocorrelation of the sample converged

to reasonable projected electron-density maps (Table 2).

We then applied the Patterson-search phasing method

(Takayama, Maki-Yonekura et al., 2015) to these patterns

(Figs. 7a and 7b) and successfully solved the sharpened

Patterson maps (Fig. 7c). Starting from loose circular supports

assigned onto the positions of the CG particles (Fig. 7d; see

also the caption of Fig. 7), the number of successful recon-

structions by HIO–SW calculations dramatically improved by

five and 39 times (Table 2). After further refinement of the

phase by using OSS (see x2), we reconstructed projected

electron-density maps of the CG particles at an effective

resolution of 28.5 nm and 23.1 nm (Figs. 7e, 7f and Table 1).

The convergence of the OSS calculations was also remarkable

due to the reliable initial phase as previously reported

(Takayama, Maki-Yonekura et al., 2015). The reconstruction

clearly resolves a CG particle with a lower density in Fig. 7(e),

a particle which is probably off the beam center. In contrast,

conventional PR tends to remove this particle during the SW

process. In addition, our protocol reconstructs well rod-like

and triangular-shaped CG particles even starting from the

circular supports assigned onto the CG positions. These results

indicate the robustness and versatility of our method utilizing

Patterson-search phasing.

4. Conclusion

Cryo-XFEL-CDI allows fast diffraction data collection from

biological samples in a native, or closely native, state. This

technique may even capture intermediate states in a cellular

cycle or keep unstable cell organelles intact. Considering both

the scattering power of biological samples and the conver-

gence of the PR algorithm, objects with dimensions of 0.5–

1 mm are suitable for current XFEL-CDI experiments.

Application to targets with dimensions of 1–2 mm remains

challenging but possible if a reliable initial support can be

prepared using various methods such as CLEM (Fig. 4) and

Patterson-search phasing (Fig. 7). Though the present attain-

able resolution is still not high enough to resolve macro-

molecular assemblies and cellular components in detail, it

could be improved by using a more intense X-ray beam and/or

imaging with strong scatterers. The latter approach combined

with Patterson-search phasing could also solve unstable PR

problems and reduce computing cost. This could be especially

beneficial to XFEL-CDI, which yields a huge number of

diffraction data sets.

If sample objects show good isomorphic structure, a three-

dimensional electron-density map can be reconstructed in the

same way as cryo-EM single-particle analysis (Oroguchi &

Nakasako, 2013) or from diffraction patterns of randomly

oriented objects (Ekeberg et al., 2015). For this kind of

application, an irradiation area preferably contains many

target objects to improve scattering signals and data collection

efficiency (Fig. 7; Oroguchi & Nakasako, 2013). The positions

of these targets could also be determined by Patterson-search

phasing and used as a reliable initial support.

As mentioned, efficient collection of optimal signals by

cryo-XFEL-CDI needs suitable samples, e.g. a high number

density of mono-dispersed objects embedded in thin ice under

high humidity. A correlative approach with other imaging

techniques such as cryo-EM and LM is particularly useful not

only to pre-check sample distribution and ice thickness but

also to determine the integrity or nature of the sample.
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