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Single-particle analysis using cryo-electron microscopy has

emerged recently as a tool for elucidating the structure of

biological macromolecules and their assemblies. A prerequi-

site for single-particle analysis is an ensemble of images of

structurally identical particles in different orientations. There

are a variety of techniques used for image processing of this

type of object in electron microscopy. The paper gives an

overview of the general philosophy of image analysis of single

particles in electron microscopy. It has been shown that

multivariate statistical analysis of large data sets in conjunc-

tion with angular reconstitution is capable of yielding a

structural resolution approaching that of X-ray structural

analysis of large macromolecules. Structure preservation

during specimen preparation for electron microscopy is crucial

for high-resolution studies. Nowadays, cryo-electron micro-

scopy is a bene®cial method for studying biological macro-

molecules in their natural environment, allowing their rapid

freezing in a particular functional state. The processing of

images of 50S Escherichia coli ribosomal subunits embedded

in vitreous ice is used as an example of image analysis of single

particles at 7.5 AÊ resolution.
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1. Introduction

X-ray crystallography has been known for several decades as a

well established technique of structural analysis at atomic

resolution. Development of several novel approaches to phase

determination have made this technique a powerful tool for

solving the structures of large macromolecular complexes.

However, a prerequisite for such structure determination is

the availability of good crystals. NMR spectroscopy allows the

study of molecular structure and dynamics in solution but can

only be applied to a system with a relatively small mass. Cryo-

electron microscopy is a relatively new tool that can be used in

structural analysis of single molecules or of macromolecular

assemblies (`single-particle analysis') with molecular masses

ranging from several hundred kilodaltons (Akiba et al., 1996)

to megadaltons (Chiu, 1993).

Electron microscopy (EM) has been used for the visuali-

zation of biological macromolecules for almost half a century.

In the 1970s and 1980s, the negative-stain specimen-prepara-

tion technique was the main technique used for visualizing

macromolecular assemblies by EM. The images of negatively

stained molecules were typically interpreted visually and

provided the ®rst structural insights into macromolecules such

as ribosomes. However, the information provided by an

electron microscope is essentially two-dimensional (2D) and

the three-dimensional (3D) structural interpretations of the

2D images were subjective.
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An important question in those days was how to obtain the

true 3D density information of the molecules under investi-

gation based on the 2D images obtained from the electron

microscope. Considerable effort was invested in the under-

standing of the theory of image formation in the microscope.

In the 1960s and 1970s, researchers in laboratories in the UK,

the USA, Germany and Russia worked on the theory and

practical algorithms for the digital reconstruction of 3D

structures from 2D projections of an object (for a review, see

Herman, 1980; Hoppe & Hegerl, 1980).

Further developments in specimen-preparation techniques,

especially the fast-freezing methods of what is now known as

`cryo-EM', gave new opportunities for studying macro-

molecules in their natural environment (Dubochet et al.,

1982). They allowed the improvement of the resolution

attainable in the images and the reconstruction of undistorted

biological macromolecules owing to better structure preser-

vation.

The ribosome, because of its biological signi®cance, has long

intrigued structural biologists. This very complicated assembly

of RNAs and proteins has been dif®cult to analyse by X-ray

crystallography because of its large size (2.5 MDa) and

problems with crystallization. On the other hand, it was

possible to observe ribosomes in the electron microscope and

to make preliminary suggestions about the structure (Boublik

et al., 1977). Visual comparison of single-particle images made

it possible to suggest the arrangement of subunits within the

complex. The interpretation of ribosomes embedded in heavy-

metal salts (for a review of negative-stain techniques, see

Harris & Horne, 1991) revealed the overall shape of the whole

ribosome and its small and large subunits (Boublik et al., 1977;

Lake, 1982).

The computational era of ribosome image analysis started

in the 1980s with the use of alignments and classi®cation

(Frank et al., 1981, 1982; van Heel & Frank, 1981; van Heel &

StoÈ f¯er-Meilicke, 1985). First 3D reconstructions were

performed using images of negatively stained ribosomes

(Frank et al., 1988; Radermacher, 1988; Radermacher et al.,

1987). In these results, details up to 30 AÊ could be distin-

guished. Unfortunately, the negative-stain technique has

serious drawbacks: molecules are ¯attened and distorted by

dehydration in the procedure of preparation, the molecules

often exhibit preferential attachment to the supporting ®lm,

the resolution of obtained images is restricted by the size of

grains of the negative stain and the molecules can be chemi-

cally modi®ed by the stain. Images of a molecule also depend

on the type of negative stain used. In the last decade, (cryo-)

electron microscopy has become the main tool for structural

analysis of macromolecules organized in small assemblies or

2D crystals (see BoÈ ttcher et al., 1997; Fujiyoshi, 1999;

Henderson et al., 1986; Matadeen et al., 1999; Mitsuoka et al.,

1999; Miyazawa et al., 1999; Nogales et al., 1997).

2. Specimen preparation for electron microscopy

The modern alternative to the use of dry negative stain as an

embedding medium is the preparation of rapidly frozen

hydrated biological specimens (Dubochet et al., 1982). Here,

the sample is applied to a holey carbon ®lm. After removing

excess ¯uid by blotting, a thin layer of solution on an electron

microscopic grid is obtained. The grid is then plunged into

liquid propane or ethane. At a freezing rate of more than

105 K sÿ1 the aqueous suspension converts to a vitreous phase

directly, bypassing the crystalline ice. Thus, the frozen grid will

have a thin aqueous layer with biological macromolecules

embedded in an almost natural hydrated environment. After

freezing, grids can be kept for a long time at liquid-nitrogen

temperatures. These structurally preserved frozen-hydrated

samples are then imaged in an electron microscope at liquid-

nitrogen temperatures (Dubochet et al., 1988).

Structural analysis with details smaller than 10 AÊ is possible

with the frozen specimens. However, such objects are highly

sensitive to electron irradiation. In order to reduce radiation

damage, images have to be taken at low illumination doses. In

addition, it was found that low temperature reduces radiation

damage (Luther et al., 1988). Specimen stability is signi®cantly

increased at liquid-nitrogen temperatures and is even better at

liquid-helium temperatures (Lamvik, 1991; Stark et al., 1996).

Thus, electron microscopes equipped with cryo specimen

holders having liquid nitrogen or helium operating at accel-

erating voltages of 200±300 kV can provide images for high-

resolution 3D analysis.

3. Analysis of single-molecule images

3.1. Image restoration

As soon as grids have been prepared with a specimen

(ribosomes), images can be taken in an electron microscope. A

beam of electrons irradiates the specimen (molecules within

vitri®ed ice); electrons passing close to the specimen atoms are

de¯ected by their electric ®elds (scattered). The magnetic

lenses of the microscope then focus the de¯ected electrons so

that a magni®ed image of the molecule will be formed in the

plane of the micrograph. Biological objects such as ribosomes

or any other macromolecules consist mainly of atoms with low

atomic numbers such as H, O, N, P, Ca and C. The objects are

too thin to absorb the electrons from illuminating beam. These

electrons are only weakly scattered by the specimens and

change mainly their phase, not their amplitude. Such samples

are called `weak phase objects', since the observed images

have phase contrast. It was found that images of such objects

could be seen as a result of aberrations of the optical system of

the electron microscope. The theory of image formation was

developed at the end of the 1970s and in the 1980s (Frank,

1973; Glaeser, 1985; Hawkes, 1992; Saxton, 1978) and

provided a way to interpret images. Having obtained images of

ribosomes from the electron microscope (Fig. 1), it is neces-

sary to correct for distortions caused by aberrations of the

imaging system. The function describing the in¯uence of the

imaging system (in our case the electron microscope) on the

resulting image is called the `contrast-transfer function' (CTF;

Hawkes, 1992; Saxton, 1978). A procedure for compensating

these aberrations was named the image `restoration', although



nowadays it can be said that `the images are corrected for the

CTF' (Conway & Steven, 1999; Erickson & Klug, 1970; Ludtke

et al., 1999; Penczek et al., 1994). A restored (corrected) image

corresponds to a true projection of the specimen, although this

approximation is valid only for a limited thickness of the

sample. The higher the accelerating voltage of the microscope

is, the thicker a specimen slice will become, the image of which

will correspond to a projection at a given defocus.

3.2. Enhancement of signal-to-noise ratio in the images

Radiation sensitivity of the biological samples, low expo-

sure doses (to prevent disintegration of molecules) and

emulsion granularity all generate a high level of noise on

images. Thus, the signal-to-noise ratio (SNR) in the images is

very low. SNR is usually de®ned as the ratio of energies of the

signal and noise. From statistical analysis, it is known for an

additive noise that averaging will reduce the standard devia-

tion of the noise in images by K1/2, where K is the number of

averaged images (Cramer, 1946).

Molecules in the thin frozen layer in a specimen assume

arbitrary orientations. The position of a molecule within the

vitri®ed water layer can be described by three translational

coordinates x, y and z, where x and y are the coordinates

within the plane of the grid and z is the coordinate along the

optical axis of the microscope. The latter is the projection

direction of molecular densities in the microscope and hence

does not relate to the orientation of the image. The orientation

of a molecule within the layer can be described by the Euler

angles �, �, . In our de®nition, the angle � characterizes

rotation of the image in the plane of the micrograph. The

other two angles (�, ) describe rotations of the molecule out

of the micrograph plane. Since the molecules have such a

freedom in orientation and position, averaging of all images

produces smearing of the densities. To enhance a signal (a

distribution of densities related to the molecule) only those

images where the molecules are in the same orientation need

to be averaged.

After scanning several negatives, several thousand images

of single particles will be obtained, which is too many and will

be too complex to be inspected and analysed visually. Multi-

variate statistical classi®cation (MSA) can be used to analyse

the huge number of images and group them into `characteristic

views' (Borland & van Heel, 1990; Frank et al., 1981; van Heel,

1984; van Heel & StoÈ f¯er-Meilicke, 1985). A combination of

reference-free alignment and multivariate statistical analysis

followed by `multi-reference alignment' (MRA) procedures

(Dube et al., 1993) allows optimization of the global centring

and angular alignment of the data set. MSA data compression

and automatic classi®cation procedures (Borland & van Heel,

1990; Frank et al., 1981; van Heel, 1989) are then used to sort

images of molecules that have similar angular orientations

into individual groups. These averages (classes) present

molecular `characteristic views'.

Our experience has shown that

an adequate enhancement of the

SNR to allow for reliable de®ni-

tion of the orientation of the

characteristic view (see below)

can be achieved if the average

contains at least 15±20 images.

Therefore, we can make a simple

estimation of the number of

images needed to obtain a 3D

reconstruction at certain resolu-

tion (for example �5 AÊ )

according to (Crowther et al.,

1970)

Res � �D=K;

where Res is the desired resolu-

tion, D is the object size and K is

the number of different object

views. For ribosomes, D is�240 AÊ

and for 5 AÊ resolution K will be

�150. Therefore, to provide �20

images per view the minimum

number of raw images required is

expected to be around 3000.

However, this is a very low esti-

mate, since it assumes an equal

probability of having projections

in all directions. In reality, the

distribution of projections around
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Figure 1
General scheme of image processing.
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the Euler sphere can be rather heterogeneous. Although

ribosomes are randomly distributed within the vitreous ice,

some hydrophobic characteristics and surface charges of the

molecule lead to preferred orientations in ice. Thus, some

regions in the Euler sphere will be less populated. To

compensate for the de®ciency of projections in those direc-

tions, the number of projections has to be increased four to

®ve times (�15 000). This very simple assessment is consistent

with other calculations (Henderson, 1995). Some groups are

using much larger numbers, which may be a result of the

different procedure of angle orientation determination.

3.3. Orientation determination

The previous step of image analysis has provided us with a

set of different images, all having reliable 2D information

(projections of an unknown 3D structure). At the beginning of

the last century, a theorem stating that a distribution of

densities from an object can be restored using 2D projections

of the object was proved analytically by Radon (1917).

However, this theorem assumes that angles between projec-

tions are known. Therefore, it is necessary to ®nd the relative

spatial orientation of the characteristic views.

There are several techniques at hand to solve this problem.

One of them is a comparison of images with projections of a

model in a range of directions. Assignment of the projection

direction for each image is then made by identifying a parti-

cular model projection giving rise to the best match (Penczek

et al., 1994; Baker & Cheng, 1996). However, this approach

requires an initial model. We use the `angular reconstitution

technique' (van Heel, 1987) to determine angular orientations

of the characteristic views. The angular reconstitution method

is based on the `common-line projection' theorem stating that

any two 2D projections of a 3D object have at least one

common one-dimensional (1D) line projection. The same idea

can be rephrased for Fourier space: the Fourier transforms of

2D projections intersect each other at the line passing through

the origin of Fourier space. This line will be a common line for

both Fourier transforms (Crowther et al., 1970). Its Fourier

transform corresponds to a common 1D projection. The

search for common lines in Fourier space was developed for

icosahedral viruses, which have the highest symmetry of single

particles (Crowther, 1971; Crowther et al., 1970).

The general idea of angular reconstitution is to compare

sets of 1D projections from 2D projections and to ®nd the

common lines between pairs of projections. The angular

distance between common lines of two projections with

respect to a third will give the angle between those two

projections. Analysis of the cross correlation of 1D projections

of several views helps to re®ne their angular orientation. The

number of common lines depends on the symmetry of the

object. For an asymmetrical object such as the ribosome, any

two projections will have only one common line. Symmetrical

objects have several common lines (Orlova & Heel, 1994). For

example, keyhole limpet haemocyanin type 1 has D5 symmetry

and reveals ten common lines (for details, see Orlova et al.,

1997).

3.4. 3D reconstruction

Having assigned angles to a set of projections, the 3D

density map can be calculated. The major techniques for

determination include direct Fourier transform methods,

convolution algorithms and algebraic formulations. These

have been described in several books (Frank, 1996; Herman,

1980). The Fourier±Bessel inversion method, introduced into

EM by Crowther (Crowther, 1971; Crowther et al., 1970) and

further developed by other groups (Baker & Cheng, 1996;

Baker et al., 1988; Fuller, 1987; Fuller et al., 1996), is an

established technique used in the structural analysis of viruses.

The exact-®lter back-projection algorithm (Harauz & van

Heel, 1986; Radermacher, 1988) performs calculation of 3D

maps in real space. This algorithm automatically downweights

over-represented orientations (projections) in the data set.

3.5. Iterative refinement

As soon as the ®rst reconstruction is obtained, a re®nement

can be performed as an iterative procedure. Projections of the

®rst reconstruction are well centred and hence can be used as

new references in the procedure of raw data alignment. More

accurate alignment improves classi®cation of images. Conse-

quently, the orientations of the `better classes' can be deter-

mined more accurately, resulting in an improved 3D structure.

Reprojections from the improved 3D map can then be used as

an anchor to re®ne the search for common lines (Serysheva et

al., 1995). A complete cycle of image processing of single

particles is presented in Fig. 1.

3.6. Quality criteria

How can one estimate the reliability of the obtained

reconstruction? The quality of the 3D reconstruction depends

on the variance of the images forming a class and the accuracy

of the orientation determination. The results of the quality

assessment of classi®cation and the angle search lead to a

decision on how to proceed. The input data set can be

realigned to re®ne parameters such as the coordinates of

image centres or the orientation angles found for character-

istic views. The number of images or characteristic views used

in the 3D reconstruction can also be changed, another cycle of

iteration can be made or the procedure can be stopped and the

result interpreted. To make the decision, the raw data used in

processing can be compared with simulated data derived from

the resulting model.

The ®nal assessment of the 3D reconstruction quality

reveals the size of the smallest reliable details (resolution)

usually used for interpretation of the obtained 3D map. The

assessment can be made by comparison of two 3D maps

obtained from two subsets of the data by calculating the

differential phase residual or the cross-correlation coef®cients

between the two corresponding shells in Fourier space (Frank

et al., 1981; Saxton & Baumeister, 1982; van Heel & Harauz,

1986). These are more common approaches to estimate the

resolution of a structure in EM analysis. Recently, a new

method was suggested which overcomes the requirement to

divide the data set in two. The method is based on assessment



of spectral-signal-to-noise ratio in the obtained 3D recon-

struction (Unser et al., 1996). A more interesting approach

would be a comparative analysis of the results obtained from

different techniques such as reconstructions using the

projection matching and the angular reconstitution or the

X-ray structure and EM structure.

4. Interpretation analysis of the structural features:
structural analysis of the ribosome

We applied the scheme of processing described above to the

analysis of cryo-EM images of 50S ribosomal subunits

obtained in our Philips CM200 FEG microscope at liquid-

nitrogen temperature. The images were taken at 200 kV. The

excellent stability of the microscope and high coherence of the

illuminating beam allowed us to obtain high-quality images

even at the relatively high defocus used (1.0±2.0 mm).

The E. coli 50S ribosomal subunit structure at 7.5 AÊ reso-

lution (Matadeen et al., 1999) was obtained using 16 000

particles from seven micrographs. These micrographs were

digitized using the image Science patchwork densitometer and

a ®nal sampling frequency of 1.76 AÊ pixelÿ1 was used for the

analysis. Multi-reference alignment procedures together with

MSA, angular reconstruction and the exact-®lter back-

projection algorithm were used to obtain a 3D reconstruction

(�1100 classes). The model was iteratively re®ned yielding the

7.5 AÊ structure (Fig. 1). Resolution assessment was made

using the Fourier shell correlation criterion and 3� threshold

(three standard deviations of the random noise; van Heel &

Harauz, 1986).

The 7.5 AÊ resolution structure shows the classical features

of the 50S subunit, including the central protuberance (CP),

the A-site ®nger (ASF), the L7/L12 stalk and the L1 protu-

berance (Fig. 2). This higher resolution has enabled us to

observe novel features of the ribosome. A prominent new

detail in the isolated 50S subunit is the collar-like structure

around the L1 stalk (Fig. 2a). The X-ray/NMR structure of the

L9 ribosomal protein (Hoffman et al., 1996) ®ts into this collar

structure (Fig. 2). Protein L9 had previously been localized

under the L1 protuberance by immuno-electron microscopy

(StoÈ f¯er-Meilicke et al., 1983).

During the initiation phase of protein synthesis, the 50S

ribosomal subunit associates with a 30S subunit complexed to

fMet±tRNAfMet (Stark et al., 2000). Consequently, the large

subunit undergoes a conformational change upon interaction

with the small subunit. These changes are the most apparent

on the side of the isolated 50S subunit that faces the 30S

subunit within the 70S complex (subunit interface side). In

contrast, the whole solvent side of the 50S subunit map shows

no major differences with respect to the bound 50S particle

(Matadeen et al., 1999). The subunit interface side of the large

subunit is relatively ¯at. However, on this surface there is a

protrusion called the `primary interface protrusion' (PIP;

Fig. 3). This rRNA hairpin loop, which is involved in subunit

association (Merryman et al., 1999), penetrates deep into the

30S subunit within the 70S complex.

5. Conclusions

Cryo-electron microscopy is becoming a standard tool for

elucidating the structure of biological macromolecules. The

technique affords the advantage of allowing the visualization

of biologically different functional states. The current limita-

tions include the resolutions achievable and the smallest size

of particle analysable. It is here where both X-ray analysis and

NMR can complement electron microscopy by providing

highly resolved structural components of macromolecules or

their assemblies, allowing the interpretation of functional

movements of the components with greater precision. On the

other hand, EM can assist X-ray analysis by providing initial

phase information required for more intriguing biological
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Figure 2
A view from the L1 side of the 50S subunit. The L1 stalk is wrapped by
the L9 protein, the N-terminal domain of which docks onto the L1 stalk
directly. The long hydrophilic �-helix connecting the N- and the
C-terminal domains of L9 is seen here to be fully solvent exposed. On
the right-hand side, ®tting of the Bacillus stearothermophilus L9 protein
(PDB code 1div) into the 3D density of the collar structure around the L1
stalk of the 7.5 AÊ E. coli 50S large ribosomal subunit cryo-EM
reconstruction. The coordinates were ®tted interactively into the C-
terminal domain (lower domain) in the cryo-EM density using the
program O (Jones et al., 1991).

Figure 3
The current 7.5 AÊ map has revealed the characteristic shape of an rRNA
hairpin loop. Thus, we now believe the PIP probably represents the h34
helix, which was placed somewhat further back in our 23S rRNA model.
On the left side, the small box locates a position of the PIP on the surface
of the 50S subunit.
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complexes. It therefore seems that the synergistic use of all

these techniques will eventually lead to the elucidation of

many more intriguing biological molecules.
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