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The Station Equipment Group of JASRI and the SR Structural Biology Research Group of RIKEN

have designed and constructed a 4 � 4 array of CCD X-ray detectors called the `multiple charge-

coupled-device X-ray detector (MCCDX)' in collaboration with EEV in the UK. The novel features

of the system are the lower demagni®cation factor of its ®bre-optics taper assembly and the higher

operational temperature, when compared with similar detector systems already in existence. The

present paper describes the design concepts of the MCCDX system as well as the basic

characterization of the constructed MCCDX system, which was carried out by using a conventional

X-ray generator system prior to its installation on RIKEN beamline I (BL45XU) of the SPring-8

facility.
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1. Introduction

The SR Structural Biology Research Group of the Institute

of Physical and Chemical Research (RIKEN) has been

constructing an X-ray beamline, called RIKEN beamline I

(BL45XU), at the SPring-8 facility in Japan (Yamamoto et

al., 1997). One of its major scienti®c missions is to carry out

advanced protein crystallography employing the multiple-

wavelength anomalous diffraction method (MAD). For this

method it is essential to record diffraction data using at

least three different wavelengths to minimize any possible

systematic errors. To meet these requirements the beamline

has been instrumented with a dichromatic undulator and a

so-called `trichromator', enabling the beamline to succes-

sively irradiate a crystal under study with three different

wavelengths of highly brilliant X-rays in the energy range

from 7 keV to 14 keV, without changing any other asso-

ciated instrumental parameters. Since such a trichromatic

X-ray diffraction image should be recorded, for example, at

every 1� within 180�, oscillating a crystal with an oscillation

range of 1�, a complete image data set will certainly be of

the order of Gbytes. Therefore, one of the most important

issues is to have a fast-readout two-dimensional X-ray

detector in order that the experiment can proceed in the

most ef®cient manner. In this respect, an X-ray area

detector based on charge-coupled devices (CCDs) has been

regarded as a highly suitable instrument in view of engi-

neering today.

Since the 1980s there have been a number of projects

conducted worldwide in order to realize CCD-based X-ray

area detectors, and there are presently several types of

CCD detectors commercially available (Deckman &

Gruner, 1986; Strauss et al., 1990; Eikenberry et al., 1991;

O'Mara et al., 1992; Stanton et al., 1992a,b, 1993; Gruner et

al., 1993; Phillips et al., 1993; Stanton, 1993; Stanton &

Phillips, 1993; Allinson, 1994; Castelli et al., 1994; Naday,

Ross et al., 1994; Naday, Westbrook et al., 1994; Tate et al.,

1995; Moy, 1996; Westbrook & Naday, 1997). Because the

readout time of CCD-based X-ray area detectors can be

signi®cantly shorter compared with conventional image-

plate systems, they become indispensable instruments for

X-ray beamlines in synchrotron radiation facilities, espe-

cially in protein crystallography. They guarantee the high

precision that is required in determining the positions and

the intensities of the diffracted X-rays as well as fast

readout times for minimizing the duty cycle.

Based on this prospective understanding, the Station

Equipment Group of JASRI and the SR Structural Biology

Research Group of RIKEN have designed and constructed

a 4 � 4 array CCD X-ray detector in collaboration with

EEV in the UK. The completed detector system is called

the `multiple charge-coupled-device X-ray detector

system', referred to as the MCCDX system in this paper,
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realizing one of the largest systems ever integrated among

existing CCD-based X-ray detectors. The novel features of

the system are the lower demagni®cation factor of its ®bre-

optics taper assembly of 2.2, and its higher operational

temperature of 273 K, when compared with similar

detector systems already in existence. Prior to installation

on the beamline, the MCCDX system was investigated with

a conventional X-ray generator system to characterize its

detector parameters, such as the image distortion, spatial

resolution, non-uniformity of its X-ray sensitivity and

dynamic range in its X-ray intensity measurement. Toge-

ther with its design concept, the present paper describes the

MCCDX system and reports preliminary results obtained

on these fundamental characteristics in the initial off-

beamline test.

2. Design and construction of the MCCDX system

2.1. General features

For protein crystallography, especially routine diffrac-

tion experiments performed using synchrotron radiation

sources, the requirements applied to two-dimensional

detectors have been well speci®ed (Helliwell, 1992;

Allinson, 1994; Moy, 1996), along which the MCCDX

system was also conceptually designed and constructed

with some optimizations to RIKEN beamline I (BL45XU).

Fig. 1 shows the air- and light-tight aluminium vessel of

the MCCDX system, which contains a 4� 4 array structure

of ®bre-optic tapers (FOTs) as illustrated in Fig. 2. The

large ends of the FOT assembly, functioning as the input

ends, are coated with a scintillating screen, and the small

ends, functioning as the output ends, are coupled to large

formatted scienti®c CCDs with independent readout elec-

tronics. One may regard each element of the array structure

as an independent CCD X-ray detector module to a certain

extent. Since the scintillating screen, the FOT assembly and

the CCDs were considered to be subject to further inves-

tigations and/or to replacements due to possible damage,

they were designed to be replaceable as described in the

following sections.

A ¯ow of chilled ethylene glycol±water mixture is

supplied to the vessel in order to regulate the operational

temperature of the CCDs to be 273 K, of which the stability

over 1 h and 24 h was measured to be within 0.05 K and

0.5 K, respectively. Nitrogen gas is also supplied to the

vessel during the operation with a ¯ow rate of 200 cc minÿ1

at 1.2 atm to avoid moisture condensation on the CCD

packages and the mounted electronics. Table 1 summarizes

the relevant parameters of the system, which are described

below in detail.

2.2. X-ray entrance window and detection area

As shown in Fig. 1, the MCCDX system is equipped with

an X-ray entrance window made of carbon-coated black

mylar of thickness 150 mm and a 250 mm � 250 mm open

area. The X-ray transmission of the window, Tw, is esti-

mated to be Tw = 95% at 12.4 keV. Inside the vessel there

exists a nitrogen layer of thickness 5 mm between the

window and the FOT assembly for thermal isolation.

Among the many associated detector parameters, the

extension of the active detection area that the FOT

assembly possesses, H, is one of the most fundamental

quantities because it ultimately limits the maximum reso-

lution, d, of a protein crystal under study, which can be

expressed by

d � �Xÿray= sin�arctan�H=2L��; �1�

where �X-ray denotes the wavelength of the incident X-ray

and L is the camera length. With �X-ray = 1.0 AÊ , H = 200 mm

and L = 200 mm, for example, the MCCDX system could

attain d = 2.2 AÊ , which should be suf®ciently high for

standard protein crystallography. The value of d could be

Figure 1
Photograph of the multiple charge-coupled-device X-ray detector
(MCCDX).

Figure 2
Schematic of the 4 � 4 array structure of the ®bre-optic tapers
coupled to the CCDs.
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further improved up to 1.8 AÊ , if needed, by shortening the

wavelength of the X-ray beam to 0.8 AÊ , which is the

shortest wavelength attainable at RIKEN beamline I, or

simply by decreasing L at the expense of worsening the

maximum interplanar distance detectable. Hence, the

active detection area of 200 mm � 200 mm was considered

to be an appropriate design value for the MCCDX system.

2.3. Scintillating screen

As Fig. 2 illustrates, the active detection area is covered

with a layer of a scintillating phosphor where the incident

X-ray photons are converted to visible scintillation

photons. Gd2O2S-based phosphors were regarded as the

primary candidate for the MCCDX system because they

had been intensively investigated as promising substances,

in particular Gd2O2S(Tb) (Chappell & Murray, 1984;

Eikenberry et al., 1991; O'Mara et al., 1992; Gruner et al.,

1993; Moy et al., 1993; Koch, 1994; Shepherd et al., 1997). It

has been reported that the light output from a Gd2O2S(Tb)

phosphor under irradiation from 8 keV X-rays is maxi-

mized with a phosphor thickness of �10 mg cmÿ2 (O'Mara

et al., 1992), with which the screen could absorb 97% of

8.1 keV X-rays and 66% of 13.6 keV X-rays (Gruner et al.,

1993). With reference to these works, a phosphor thickness

of 10 mg cmÿ2 was adopted as a target value for the

MCCDX system, with which 74% of 12.4 keV X-ray

photons would be absorbed.

The scintillation characteristics of Gd2O2S-based phos-

phors are, however, known to be strongly dependent on the

activators doped. For example, the maximum emission is

observed around 540 nm in Gd2O2S(Tb), while that in

Gd2O2S(Eu) is observed around 620 nm (Moy et al., 1993;

Shepherd et al., 1997). Because the transmission of FOTs

approaches the maximum value theoretically predicted in

the wavelength region from 650 nm to 750 nm (Coleman,

1985) and the quantum ef®ciency of the particular model of

the CCDs used for the MCCDX system has its maximum

around 700 nm (EEV, 1994a), a scintillating screen based

on Gd2O2S(Eu) was considered to be better suited to the

present system when compared with the Tb-activated one.

One of the technical concerns of using a Gd2O2S(Eu)

scintillating screen is, however, its time response to X-ray

irradiation. Its decay time is reported to be about 4 ms for

the relative intensity to decay to 10%, about 60 ms to decay

to 1%, and 1 s to decay to 0.1% (Shepherd et al., 1997), and

it is known that the time response is highly dependent on

the duration of X-ray irradiation (Flynt, 1989). In order for

the MCCDX system to minimize the possible errors

introduced by this rather long persistence of Gd2O2S(Eu),

the system should be kept active for a few seconds even

after terminating the X-ray irradiation, during which the

afterglow component can be integrated appropriately.

In addition, it seems important not to reduce the

temperature of the scintillating material far below 273 K,

since scintillation decay constants are, in general, increased

with decreasing temperature, although few studies have

been reported on the temperature-dependence of Gd2O2S-

based phosphors. Owing to its operational temperature of

273 K, the MCCDX system should be relatively free from

this possible enhancement of the persistence under cryo-

genic conditions.

A re¯ective layer made of an aluminized mylar can be

attached to a scintillating screen to increase the number of

scintillation photons collected in the FOTs. It has been

pointed out, however, that such a re¯ecting layer can not

only absorb the incident X-ray photons but can also dete-

riorate the spatial resolution (Westbrook & Naday, 1997).

It was therefore decided not to attach any re¯ecting layer

to the present screen structure.

To fabricate a scintillating screen for the MCCDX

system with the viewpoint discussed above, a thin layer of

Table 1
MCCDX detector parameters.

Detector parameters Designed value; measured value

General
Energy range of incident

X-ray photons
7±14 keV

Maximum resolution 2.2 AÊ @ 12.4 keV with 200 mm
camera length

Minimum X-ray sensitivity 7 X-ray photons @ 12.4 keV with
1 s integration time

Horizontal and vertical
spatial resolutions

50 mm � 50 mm (r.m.s.);
<70 mm � 80 mm (r.m.s.)

Maximum detective quantum
ef®ciency

0.76 @ 12.4 keV with 1 s
integration time

CCD-limited dynamic range 7.7 � 103; 5.3 � 103±1.5 � 104

X-ray window
Active area 200 mm � 200 mm
Material Carbon-coated black mylar
Thickness 150 mm
Absorption 95% @ 12.4 keV

Scintillating screen
Material Gd2O2S(Eu)
Thickness 20 mm (10 mg cmÿ2)
Grain size 4 mm
Absorption 74% @ 12.4 keV

Fibre-optic taper matrix
Matrix 4 � 4
Input end 50 mm � 50 mm
Output end 25 mm � 25 mm
Linear demagni®cation factor 2.0; 2.2

Charge-coupled device
Model CCD05-30/EEV
Image area 27.95 mm � 25.92 mm
Pixel format 1242 � 1152 pixels
Pixel pitch 22.5 mm � 22.5 mm
Quantum ef®ciency 42% @ 620 nm
Operational temperature 273 K
Operational mode MPP
Full-well capacity 2.0 � 105 electrons pixelÿ1 in

MPP mode
Dark noise 5.6 electrons pixelÿ1 sÿ1/2 @ 273 K
Response non-uniformity �3% of mean
Dark-noise non-uniformity �2% of mean
Overall charge sensitivity 2.0 mV electronÿ1 @ 1 MHz
Readout noise 25 electrons pixelÿ1 @ 1 MHz
Readout time �1.43 s @ MHz

Data acquisition system
Number of ADCs 16
ADC resolution 16 bits
Conversion frequency 1 MHz
Conversion time �1.43 s imageÿ1

Overall data size 43.5 Mbytes imageÿ1
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Gd2O2S(Eu) (Nichia Chemical Industry, Tokyo) mixed into

a plastic binder material with a thickness and a grain size of

20 mm and 4.0 mm, respectively, was ®rst deposited on a

Melinex polyester ®lm of thickness 10 mm that was sprung

onto a holding jig. The ®lm, coated with a thin layer of

Gd2O2S(Eu), was then transferred to the input ends of the

FOT assembly, where the scintillating compound was soli-

di®ed by warming up the assembly. Since the scintillating

screen itself was considered to be subject to further

investigation and possible damages, it was essential to

adopt the ®lm transfer method by which replacement of a

scintillating screen can be accomplished on demand.

It is worth mentioning at this point that the number of

scintillating photons, nph, emitted from the scintillating

screen having an effective thickness of 10 mg cmÿ2 can be

estimated to be nph ' 400 when an X-ray photon with an

energy of 12.4 keV impinges on the screen (Moy et al., 1993;

Koch, 1994). Only half of them would be collected in the

FOT because there is no re¯ecting layer employed on the

present scintillating screen, as mentioned above.

2.4. Fibre-optic tapers (FOTs)

The luminous image induced by incident X-ray photons

on the scintillating screen will be viewed with the FOT

assembly as illustrated in Fig. 2, which reduces the image

size so that it is entirely covered by the sensing areas of the

CCDs attached to the output ends of the assembly. As

discussed by Coleman (1985), the demagni®cation factor,

D, of the FOTs plays the central role among the many

parameters to be simultaneously optimized in designing

them. As the value of D increases, the number of scintil-

lation photons reaching the CCDs is reduced by a factor of

D2, and the image distortion will be enhanced as well, so it

is recommended to utilize FOTs with D < 3 (Coleman,

1985). In order to suppress the image distortion near the

edges of the FOTs to below 5%, at which level the image

distortions introduced could be accurately corrected with

appropriate software, the MCCDX system adopted D = 2

as its design value, which corresponds to an area reduction

ratio of 25%.

The survey made on large formatted scienti®c CCDs

commercially available at the time of designing the

MCCDX system clearly indicated that a particular model of

CCDs produced by EEV, i.e. CCD05-30, could meet almost

all of the technical demands required by the MCCDX

system. The reliability of the model had also been well

con®rmed by the satisfactory results reported not only in

scienti®c applications but in industrial activities as well

(Ashton, 1993). Given the fact that the sensing area of

CCD05-30 is 27.95 mm � 25.95 mm, it was concluded that

the matrix structure of the FOT assembly coupled to the

CCDs should be 4 � 4, in order to cover the MCCDX

active area of 200 mm � 200 mm entirely with D = 2. In

terms of its dimensions, this implied that each FOT to be

assembled should have input and output square ends of

50 mm � 50 mm and 25 mm � 25 mm, respectively.

It is well known that the amount of ®bre defects

contained in an FOT dictates its optical quality. In order to

avoid the possible defects, Coleman's criterion suggests

that the length of the FOTs should be larger than the

diagonals of the input square ends by a factor of at least 1.5

(Coleman, 1985), which would correspond to 70 mm for the

present case. Instead, the length of the FOTs for the

MCCDX system was designed to be 50 mm, but applying to

them such speci®cation that the defect area, if any, should

not exceed 50 mm � 50 mm per 1 mm � 1 mm on the input

end of the FOT on average. The ®bre size was designed to

be 10 mm at the input ends in order to avoid excessive light

losses, and extramural absorbers were included for

controlling the propagation of stray light.

If the MCCDX system were to be operated at a

temperature far below 273 K, assembling the 4 � 4 matrix

structure of these FOTs should have been technically much

more dif®cult, because thermal contraction could seriously

loosen the mutual contacts among the FOTs irrespective of

the mechanism employed to combine them as a single body.

From the viewpoint of the CCD noise performance as

discussed below, however, the operational temperature was

decided to be 273 K, at which temperature such a method

could still be stable and reliable that all FOTs are combined

by mechanical compression with a stainless-steel frame as

shown in Fig. 3. In this method, a dead space for adjacent

FOTs of 100 mm is certainly attainable, and possibly as

good as 50 mm, because it should be mostly controlled by

the mechanical tolerance of the FOTs when no adhesive is

used. In fact, these prospective values were con®rmed by

the dead-space measurements as reported in x2.6. It was

important for the MCCDX system to adopt the mechanical

compression method since it would provide the system with

Figure 3
Photograph of the stainless-steel frame combining all the FOTs
under mechanical compression.
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the ¯exibility to replace any of the FOTs, if needed, without

damaging the rest of the structure.

It should be noted here that, after being transmitted

through the FOTs as described above, the number of

scintillation photons reaching the output ends of the FOTs,

nFOT, should be reduced to nFOT ' 50 due to the demag-

ni®cation process.

2.5. CCDs

As already speci®ed, the model of the CCDs adopted for

the MCCDX system is CCD05-30, which is one of the large

formatted scienti®c CCDs produced by EEV, UK. The

model has an image area of 27.95 mm � 25.92 mm with a

pixel format of 1242 � 1152, having a pixel size of

22.5 mm � 22.5 mm. It has a spectral response in the

wavelength region from 420 nm to 1100 nm with a

maximum quantum ef®ciency of 47% at 700 nm. When

operated in MPP mode with an operational temperature of

273 K (see x2.7), the model typically indicates a dark noise

and a full-well capacity of 6 electrons pixelÿ1 sÿ1 and 2.0 �
105 electrons pixelÿ1, respectively. Its non-uniformities in

response and in dark noise over the pixels are usually �3%

of the mean and �2% of the mean, respectively.

An appropriate coupling method has to be employed to

attach the CCDs to the output ends of the FOT assembly in

order to minimize the possible light loss and/or image

degradation at their boundaries. Coating a thin layer of

optical gel with a precisely adjusted optical index between

the CCD window material and output ends of the FOT

assembly under mechanical compression would serve as the

best joint in this respect. In addition, this method allows the

mounted CCDs to be detached from the assembly in a

relatively easy way, thus enabling the CCDs to be replaced

by new ones, not only for maintenance but also for future

improvement. The operational temperature of the system

of 273 K could again be in favour of adopting this method

because the gel would not be seriously hardened at this

temperature.

Based on the design concept of RIKEN beamline I, it is

assumed in the following discussion that the X-ray beam

under consideration has a beam size of 100 mm � 100 mm.

If, therefore, the scintillating screen has a point spread

function well represented by a Gaussian function with a

standard deviation of 100 mm, the optical images of the

diffraction spots could be 140 mm in diameter on the scin-

tillating screen, and would be reduced to 70 mm in diameter

at the output ends of the FOTs. Since the CCDs adopted

have a pixel size of 22.5 mm � 22.5 mm, the major part of

the diffraction spots would be viewed by a local pixel

matrix of 3 � 3 on average. Unless the luminescence

intensity of the spot is comparable with the noise level of

the system, sampling a diffraction spot with a 3 � 3 pixel

matrix should, in principle, result in providing enough

information to determine not only the intensity of the

X-ray spot as precise as the system DQE predicts, but also

the locations of the spots on the scintillating screen within

the horizontal and vertical spatial resolutions of the present

system, �x and �z.

Given that the quantum ef®ciency of the CCDs reaches

42% at a wavelength of 620 nm (EEV, 1994a), one can

estimate the total number of photoelectrons, Nel, induced

by a 12.4 keV X-ray photon in the corresponding 3 � 3

local pixel matrix to be Nel ' 20 electrons, assuming that

the optical transmission is very close to unity at the

boundaries where the output ends of the FOTs are inter-

faced with the CCDs with the gel coupling method

described above. Among the local pixels observing the

scintillation spot caused by a single incident 12.4 keV X-ray

photon, the number of photoelectrons generated in the

central pixel, nel, could be nel ' 5 on average.

2.6. Examination of the completed FOT±CCD assembly

Following the design concepts presented above, a 4 � 4

FOT assembly was completed at Shott Fiber Optics, USA,

and then 16 chips of model CCD05-30 were attached to the

FOT assembly at EEV, UK. Before attaching them, it was

con®rmed that all CCD chips to be used had a dark-signal

non-uniformity within �3% of the mean and a photo-

response non-uniformity within �2% of the mean. The

completed FOT±CCD assembly was then subjected to

various measurements under white-light illumination such

as (i) image distortion, (ii) spatial resolution, (iii) dead

space, (iv) cross-talk and (v) CCD-limited dynamic range,

prior to the scintillating screen transfer process.

In order to evaluate the image distortion, the linear

demagni®cation factors at the centre, DC, and near the

edge, DE, of each FOT were measured with an optical test

pattern. The measured values of DC and DE averaged over

16 FOTs were 2.18 and 2.24, respectively, which were about

20% higher than the designed value. With the de®nition of

the measure of image distortion, �, as

��%� � �DC ÿDE�=DC � 100; �2�
the numerical values of � calculated from the measure-

ments were all less than 3% for the completed FOT±CCD

assembly.

The spatial resolution of the assembly was evaluated by

recording the edge functions of a sharp black-to-white

transition placed vertically and horizontally on the input

ends of the assembly. The edge functions observed for the

16 FOT±CCD modules fell to 16% of the peak signal within

one pixel, 9% within two pixels and 6% within three pixels

on average.

By de®ning the dead space, ddead, as the local area at the

vicinity of the FOT boundary where the light intensity

decreases to less than 50% of that in other regions, the

values of ddead were evaluated by placing a test chart

containing a V-shape pattern in front of the input ends of

the FOT assembly. The observed values of ddead were

around 50 mm on average, and less than 100 mm in the worst

case.

In order to evaluate the cross-talk among the 16 CCD

modules, a small square area in a CCD was illuminated at a
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level close to saturation and the output from adjacent

CCDs was measured. It was concluded from the measure-

ments that the cross-talk was suppressed below a level of

1/8000 among all CCD modules.

Under the MPP mode operation (see x2.7), the CCD-

limited dynamic ranges of the 16 CCD modules were

evaluated by dividing the observed maximum output from

the modules by the observed standard deviation of noise at

a readout frequency of 1 MHz with an operational

temperature of 273 K, and were found to vary module by

module from 5.3 � 103 up to 1.5 � 104, yet being in

agreement with the theoretical evaluation given in x2.7.

These examinations, made prior to the scintillating

screen transfer process, veri®ed that the completed FOT

assembly had functioned as designed under white-light

illumination. If, therefore, any of these measured detector

parameters became worse after transferring the screen to

the FOT assembly, one could easily attribute them to the

scintillating screen.

2.7. Noise estimation in the CCDs and their readout circuits

Thermal generation of electrons in CCDs is the

mechanism responsible for their dark signal, which is one of

the major limiting factors of noise performance in a given

CCD-based system along with the readout noise. At an

operational temperature of 273 K, a CCD05-30 would

indicate a dark signal of ndark ' 3.2 � 103 electrons

pixelÿ1 sÿ1 with a statistical ¯uctuation of �dark ' 56 elec-

trons pixelÿ1 sÿ1/2 (r.m.s.). Cooling the CCDs is de®nitely

an effective way of reducing the dark signal. In fact, the

dark signal could be decreased by about two orders of

magnitude by reducing the operational temperature from

273 K to 228 K, although it is anticipated that assembling

the 4 � 4 FOT matrix structure could be technically dif®-

cult because of thermal contraction, as already mentioned.

Another way of reducing the dark signal is to operate

CCDs in the multi-pinned phase, usually referred to as

MPP mode, by which the thermal generation of electrons in

CCDs is highly suppressed by the presence of intentionally

located holes (Ashton, 1993). At an operational tempera-

ture of 273 K, a CCD05-30 under MPP-mode operation

could indicate a dark signal of ndark ' 32 electrons

pixelÿ1 sÿ1 with a ¯uctuation of �dark ' 5.6 electrons

pixelÿ1 sÿ1/2 (r.m.s.), which is two orders of magnitude

better than the normal-mode operation under the same

operational conditions, and is signi®cantly less than the

readout noise at a readout frequency of 1 MHz, as given

below. This implies that there is no necessity to reduce the

CCD operational temperature further under the given

conditions.

Along with the dark signal generated in the CCDs

themselves, it is well known that the readout noise, �readout,

is another determinant of the overall noise performances of

CCD-based instruments; the readout noise is the electronic

noise in the CCD readout circuit, mainly caused by reset-

ting the CCD output nodes and by operating the output

transistor in the MHz frequency region. The reset noise,

however, can be effectively eliminated by sampling the

output waveform twice, once after resetting and again after

charge output, and by taking the difference between the

successive waveforms sampled, which is called the `corre-

lated double-sampling technique'. This sampling technique

also effectively reduces the output transistor noise with an

appropriate sampling interval, �sampling, because it can

function as a band-pass ®lter at the optimal region. In fact,

by using the correlated double-sampling technique with � =

10 ms, the readout noise of a CCD05-30 can be as low as

�readout ' 25 electrons pixelÿ1 (r.m.s.) at a readout

frequency of 1 MHz.

Since the overall noise of the MCCDX, �overall, is written

as

�overall � ��int�
2
dark � �2

readout�1=2; �3�

�overall in the present system can be numerically evaluated

as �overall = (31.3�int + 625)1/2, where �int denotes the inte-

gration time of the CCDs. Fig. 4 displays �overall as a

function of �int together with the full-well capacity of the

CCD in MPP mode. Based on the estimation made above,

the overall noise level of the MCCDX can be evaluated to

be �overall ' 26 electrons pixelÿ1 (r.m.s.) with �int = 1 s at a

readout frequency of 1 MHz. Recalling that a 12.4 keV

X-ray photon would yield about ®ve photoelectrons in a

central pixel of the CCDs, one could infer that, in order for

the signal level to exceed the overall noise, (S/N) > 1.0,

more than seven X-ray photons of this energy should

impinge on the same location of the scintillating screen

through the entrance window while the system continues its

charge integration process for 1 s under operational

temperature and readout frequency of 273 K and 1 MHz,

respectively. In other words, the minimum X-ray peak

sensitivity, smin, of the MCCDX system could be smin '
7 X-ray photons at 12.4 keV under the present conditions.

The overall noise performance also limits the range of

signals that can be measured with the MCCDX system, i.e.

the dynamic range, DR, which is de®ned as

Figure 4
Overall noise level expected in the MCCDX as a function of
integration time.
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DR � �Nmax=�overall�; �4�

where Nmax denotes the maximum number of electrons

stored in a single pixel of a CCD, i.e. the full-well capacity.

The value of Nmax reaches 2.0 � 105 in a CCD05-30 in MPP

mode, so that DR could be 7.7 � 103 in the present case.

The maximum X-ray peak measurable in the MCCDX

system, Smax, determined in the dynamic range would be

Smax ' 5.5 � 104 X-ray photons at 12.4 keV for an inte-

gration time of 1 s.

One may be concerned with external noise sources such

as cosmic rays. The dominant portion of the hard compo-

nent in cosmic rays at sea level is known to be muons in the

minimum ionization region, which have an energy loss of

(dE/dx)min ' 1 MeV cm2 gÿ1 with an approximate event

rate of 1 muon mÿ3 sÿ1 (Particle Data Group, 1994).

Vertically passing through the FOT assembly with an

effective density of 2.6 g cmÿ3, a minimum ionizing muon

could leave an energy of 50 MeV in the FOTs along its path

of 20 cm, or 11 keV per 45 mm, which would be viewed by a

single pixel of the CCD. Assuming that the FOTs have an

absolute scintillation ef®ciency, ", as high as that of Li glass,

i.e. " = 1.5% (Knoll, 1989), and the maximum emission

appears at 395 nm at which the quantum ef®ciency of the

CCD becomes less than 5% (EEV, 1994a), the number of

photoelectrons generated in the CCD pixel can be esti-

mated to be less than 3 electrons pixelÿ1, being too faint to

be detected with the present system.

Passing through a CCD directly, on the other hand, a

minimum ionizing muon could leave 80 electron±hole pairs

per mm in silicon. Since it corresponds to a generation of

2� 103 electrons in a single pixel with a silicon thickness of

25 mm (EEV, 1987), the passage of minimum ionizing

muons in any of the CCDs should be detectable in the

present system. Such a cosmic muon passage in a CCD has

been reported to have a rate of several events per minute,

so that there is a good chance that an X-ray image acquired

with the MCCDX system contains a peak caused by a

cosmic muon with an integration time of 1 s (EEV, 1987). In

practice, one could identify the arrival of muons by trig-

gering the MCCDX system with a scintillation counter

telescope, for example, but no such experiment has been

attempted yet.

2.8. Signal and data processing

Those electrons created in a CCD, either by incident

X-ray photons or by the thermal excitation process, will be

detected and converted into a pulse with a charge-sensitive

preampli®er associated with the CCD. With a charge

sensitivity of 2.0 mV electronÿ1 of the preampli®er mounted

on a CCD05-30, the minimum and maximum X-ray peaks

detectable in the dynamic range of the present system

would generate pulses with amplitudes of 0.05 mV and

400 mV, respectively. In order to digitize the pulses in this

range, it is reasonable to have an A/D converter that can

accept the input pulses ranging between 0 V and 1 V with a

resolution of 16 bits, which corresponds to�15 mV per A/D

count. Under these conditions the minimum X-ray peaks

detectable would correspond to 4 � 2 counts in the A/D

converters, disregarding the pedestal and the noise that the

converters should have.

Because the 16 CCD X-ray detector modules of the

MCCDX system will be operated at 1 MHz simultaneously,

it is also clear that all of the 16 outputs from the system

should be digitized in parallel with 16 independent A/D

converters with a conversion frequency of 1 MHz in order

to optimize the duty cycle of the system. There are 1430784

pixels in each CCD05-30, so that it would take slightly

longer than 1.43 s for each A/D converter to digitize and

locate the image data of 2.72 Mbytes in their buffer

memories. Since there will be 16 digital images to be

delivered to an associated computer, it would take 4.35 s

for the system to complete its transfer process for these 16

digital images with a data transfer rate of 10 Mbytes sÿ1.

For locating the complete data set to a hard disk, it would

take a further 6.2 s with a data transfer rate of

7 Mbytes sÿ1. Assuming that the X-ray beam exposure time

lasts 1 s followed by the persistence compensation time of

another 1 s, the MCCDX system should be able to take an

X-ray diffraction image every 14 s, which could be an

appropriate duration for re-orienting the sample under

investigation as well as for carrying out the initial data

processing such as background subtraction, image distor-

tion correction, non-uniformity correction and indexing.

With this data-collecting cycle, it would take 42 min for

RIKEN beamline I to acquire a complete set of X-ray

diffraction images taken every 1� within 180�, reducing

them to indexing tables. Since the size of the data ®le

containing these indexing tables should be of the order of

several Mbytes at maximum, one could attempt to send the

®le over local-area network to a main-frame computer,

where structure analysis of the sample under study can be

accomplished.

The readout electronics actually mounted on each CCD

module of the MCCDX system are a variant of the CCD

driver assembly (CDB01-X, EEV) that was able to comply

with the geometrical constraints of the system (EEV,

1994b). These drivers can also accept an external trigger

pulse, whose width de®nes the integration time of the

system. Upon detecting the end of the trigger pulse, the

driver assemblies start reading out the CCDs and process

the charge signals based on the correlated double-sampling

technique as mentioned previously. The data-acquisition

system linked to the MCCDX consists of a digitizer

(MCCDX I/F, System Design Service Corporation, Japan)

and a workstation (DEC Alpha Station 600 5/266). The

digitizer is a VME-based system equipped with 16 modules

of ADCs. Upon receiving an external start-pulse synchro-

nizing with the MCCDX operation, these ADC modules

start digitizing all the MCCDX output signals simulta-

neously into digital signals of 16 bits with a sampling rate of

1 MHz. Each module has a buffer memory of 3 MB, and the

stored data are transferred to the workstation via a VME/

PCI interface for data storage and further analysis.
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2.9. Detective quantum ef®ciency

The overall performance of the MCCDX system

described so far can be foreseen by estimating the detective

quantum ef®ciency, DQE, which is de®ned as

DQE � �Sout=�out�2=�Sin=�in�2; �5�

where �out denotes the standard deviation of the output

signal with a mean value of Sout, and �in denotes the stan-

dard deviation of the input signal with a mean value of Sin.

Following the theoretical consideration given by Stanton et

al. (1993), the predicted DQE of the present system as a

function of the number of incident X-ray photons, I, can be

expressed as

DQE�I� � Tw=�1� Rs � 1=G

� S��2
readout � ndark�int�=ITwG2�; �6�

where Tw denotes the fraction of incident X-ray photons

transmitted by the entrance window, Rs is the phosphor

noise factor, G is the detector gain (number of photoelec-

trons per incident X-ray photon) and S is the peak inte-

gration area (pixels).

Among the various parameters included in the above

equation, the values of Tw and Rs largely affect its asymp-

totic behaviour. As described previously, the MCCDX

system has an X-ray entrance window made of mylar with a

thickness of 150 mm and a nitrogen gas layer of 5 mm in

front of the scintillating screen, to which an incident X-ray

would have a transmission of Tw = 95% at 12.4 keV. Since

Rs represents the effect of scattering and absorption

processes of the scintillation photons in the scintillating

screen, its value depends on the phosphor type, the grain

size and deposition procedure, varying in the range from

0.0 to 0.2 (Stanton et al., 1992). Using the most conservative

value of Rs = 0.2 together with G = 20 photoelectrons per

12.4 keV X-ray photon, S = 9 pixels, �readout = 25 electro-

ns pixelÿ1, ndark = 32 electrons pixelÿ1 sÿ1 and �int = 1.0 s as

discussed above, the numerical value of the predicted

DQE(I) can be written as DQE(I) = 0.95/(1.25 + 15.6/I)

with incident X-ray photons of 12.4 keV in the present

system, which asymptotically approaches its maximum

value of 0.76 with increasing I, as shown in Fig. 5.

3. Experimental and discussion

3.1. Experimental set-up

Having con®rmed that the MCCDX system responded to

white-light illumination as designed, the scintillating screen

was transferred to the FOT±CCD assembly in accordance

with the method described in x2.3, and the basic perfor-

mance of the system thus X-ray sensitized was evaluated by

using a conventional X-ray generator system illustrated in

Fig. 6. The X-ray generator used was a high-brilliance type

with a ®ne-focus molybdenum rotating anode and was

operated at 60 kV and 40 mA. The X-ray beam extracted

from the generator was primarily shaped rectangularly with

the ®rst XY slits. A mechanical shutter was used to turn on

and off the X-ray beam downstream under the control of a

personal computer. The X-ray chopped beam was further

collimated with an X-ray mirror, and then monochromated

with an X-ray monochromator of a silicon triangular crystal

at an X-ray wavelength of 0.7107 AÊ , focusing on the

entrance window of the MCCDX through the second XY

slits. The MCCDX itself was mounted on a precise XZ

stage that was able to position the MCCDX with an accu-

racy of 50 mm in the vertical and horizontal directions.

3.2. Image distortion

With the XZ stage and the shutter operating synchro-

nously, the MCCDX system was irradiated by the X-ray

beam in such a way that the ®nal image should result in the

formation of a lattice pattern with horizontal and vertical

intervals of 2 mm. Fig. 7 shows a typical example of the

lattice images for a single CCD X-ray detector module. As

expected, the resultant image indicates that there exists a

pin-cushion-type image distortion.

During the course of evaluating a CCD-based X-ray

detector, it is essential to employ software that can

precisely examine and effectively correct the distorted

images. In the present work, the software known as FIT2D,

developed by A. P. Hammersly et al. at the ESRF, was

adopted since it is one of the most advanced pieces of

software available in this area (Hammersley et al., 1994,

1995, 1997). By using FIT2D, the horizontal and vertical

Figure 6
Schematic of the X-ray generator system used to evaluate the
basic performance of the MCCDX.

Figure 5
Predicted DQE as a function of the number of incident X-ray
photons.
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deviations of the observed X-ray beam positions from the

those de®ned with the precise XZ stage, �x(x) and �z(z),

were numerically evaluated as a function of the x- and z-

coordinate, and are displayed in Figs. 8(a) and 8(b),

respectively. Although the values of �x and �z are both of

the order of 0.1 mm, or even less at the central region of

each FOT, they become as large as 2 mm near its edges. It

was found that all the CCD X-ray modules indicate almost

the same coordinate dependencies.

Since the pixel size projected onto the input end of the

FOT is position-dependent due to the complicated pin-

cushion-type distortion, it is not possible to characterize the

distortion exactly with a single parameter. However, since

FIT2D offers to calculate such single parameters as `the

average pixel size' projected onto the input end of the FOT,

this could be a useful measure in practice. By comparing it

with the pixel size optically determined, which is 49.5 mm in

the present case, one could infer the signi®cance of the

distortion. Table 2 summarizes the average pixel sizes

evaluated for all the CCD X-ray detector modules. Since

the average pixel sizes are in good agreement with those

values optically determined, one could conclude that the

X-ray image distortion observed was as good as that eval-

uated with white-light illumination, i.e. better than 3%.

3.3. Spatial resolution

The lattice images described above can provide infor-

mation not only on the image distortion but also on the

spatial resolution. The X-ray peaks observed on the top

left, top right, centre, bottom left and bottom right in each

lattice image that the 16 CCD X-ray detector modules

detected were ®rst extracted from the lattice images and

then ®tted to a Gaussian distribution function to express

their vertical and horizontal spreads in terms of the root

mean square, i.e. �x and �z. It was found that neither �x nor

�z indicated any strong module- or position-dependencies.

The values of �x and �z averaged over the 16 modules were

found to be 69.7� 5.5 mm and 79.9� 10.6 mm, respectively.

Assuming that the Gaussian distribution function truly

represents the observed X-ray peak pro®le, fpeak, one may

evaluate the vertical and horizontal full widths at 10%

maximum of fpeak to be 150 mm and 170 mm, as well as those

at 1% maximum of fpeak to be 210 mm and 240 mm,

respectively. Since, however, the sizes of the local pixel

matrices that covered the X-ray peaks in the lattice image

with suf®ciently high signal-to-noise ratios were limited to

Table 2
Horizontal and vertical average pixel sizes evaluated using FIT2D.

Average pixel size (mm)
Module number 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16

Horizontal 49.21 49.67 49.83 49.66 49.66 49.33 49.03 49.86 49.89 49.27 49.14 49.97 49.72 50.10 49.50 49.38
Vertical 49.27 49.59 49.56 50.07 49.62 48.95 49.54 49.98 49.94 49.54 49.78 49.77 49.88 49.83 49.92 49.40

Figure 8
The distortions observed in (a) the horizontal direction and (b)
the vertical direction on a single CCD X-ray detector module with
reference to precisely de®ned X-ray beam spots.

Figure 7
The lattice image observed with a single CCD X-ray detector
module of the MCCDX.
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below 5 � 5, it should be emphasized that the values esti-

mated at the full width at 10% maxima could still be reli-

able, but those at the full width at 1% of the maxima

become less reliable.

In addition, fpeak should not be regarded as the point

spread function of the MCCDX system, PSFMCCDX,

because the effect of the incident beam pro®le, fbeam, upon

fpeak has not been removed. To adequately evaluate

PSFMCCDX, one should deconvolute fpeak with fbeam. The

deconvolution requires accurate measurements of fbeam by

using, for example, a pin-hole scanning system, but reliable

measurements have not been completed at the time of

writing this paper. Nevertheless, it is conceivable that the

inherent spatial resolution of the MCCDX is better than

the present values of �x and �z cited above, since they were

spatially smeared by the spread of the incident X-ray beam.

3.4. Non-uniformity in X-ray sensitivity

Evaluation of the non-uniformity in X-ray sensitivity of a

two-dimensional X-ray detector, in general, requires a

uniform ®eld of X-rays wide enough to cover the entire

region of the active detection area. Under the constraints of

the present set-up, the practical method was to utilize the

beam fan of the direct X-ray beam achieved by the elim-

ination of all associated optical components. The MCCDX

system was exposed for 8 s to the quasi-uniform ®eld of

X-rays thus generated. The image obtained with the central

CCD X-ray detector module is displayed in Fig. 9(a) and its

three-dimensional plot is displayed in Fig. 9(b). It can be

clearly seen from Fig. 9(b) that the observed variation of

the X-ray intensity is composed of a low-frequency

component representing the global structure of X-ray

sensitivity in the MCCDX system and a high-frequency

component representing the associated local ¯uctuation.

By smoothing the global structure extracted from the

original image over the two-dimensional 100 � 100 pixel

range, it was found that the X-ray intensities observed at

the edges are about 20% lower than those at the centres in

this module. This global non-uniformity can mainly be

attributed to the fact that the acceptance angles of the

FOTs, within which light incident upon the input end of the

FOTs can travel to the output ends, decrease as the incident

location is moved from the centres to their edges. In order

to perform a numerical analysis, the global structure was

®tted to an empirical formula composed of a two-dimen-

sional Gaussian distribution function and a linear function,

I�x; z� � I0 exp�ÿ�xÿ x0�2=2�2
x�

� exp�ÿ�zÿ z0�2=2�2
z� � ax� bz� c; �7�

where I0 denotes the peak intensity, x0 and �x denote the

peak position and its standard deviation in the x-coordi-

nate, respectively, while z0 and �z denote those in the z-

coordinate, respectively. The linear function has been

included in the ®tting function to correct the global incli-

nation, potentially occurring in the x and/or z directions

due to the minor misalignment of the MCCDX system with

respect to the X-ray beam coming from the generator. In

the case of Figs. 9(a) and 9(b), the best-®tted values esti-

mated for those parameters appearing in (7) were I0 =

(1.916 � 0.121) � 104 A/D counts, x0 = (5.812 � 0.129) �
102 pixels, �x = (4.690 � 0.243) � 102 pixels, z0 = (5.808 �
0.119) � 102 pixels, �z = (4.591 � 0.024) � 102 pixels, a =

0.558 � 0.670 A/D counts pixelÿ1, b =ÿ1.467 � 0.626 A/D

counts pixelÿ1, c = (3.454 � 0.149) � 104 A/D

counts pixelÿ1, with which the reduced �2 value reached

3.89. Because the amplitude determined has an uncertainty

of �5%, it should be pointed out here that any X-ray

images of which non-uniformity has been corrected with

this function are subject to the propagation of this uncer-

tainty.

3.5. Local ¯uctuation observed in X-ray intensity
measurements

It seems that the ®tting uncertainty mainly originates

from the local ¯uctuation in the image. The local ¯uctua-

Figure 9
(a) The response image observed with a single CCD X-ray
detector module to a quasi-uniform X-ray ®eld. (b) The response
image observed with a single CCD X-ray detector module to a
quasi-uniform X-ray ®eld represented by a three-dimensional
plot.
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tion can be obtained by subtracting the global structure

determined from the original image, as shown in Fig. 10(a).

The amplitude distribution of the ¯uctuation in the quasi-

uniform ®eld image is well represented by a Gaussian

distribution, having a mean value of IHF = 33.5 � 3.8 A/D

counts and a standard deviation of �HF = 1451 � 5 A/D

counts, as displayed in Fig. 10(b). The closeness of the mean

value to zero indicates that the global structure subtraction

process was adequately performed.

To reveal the nature of the local ¯uctuation, Fourier

analysis can be one of the most effective methods. Fig. 11

shows the two-dimensional Fourier power spectrum of the

¯uctuation displayed in Fig. 10(a). As can be seen from

Fig. 11, in addition to low-frequency components there are

several distinctive peaks observed in the power spectrum at

a particular spatial frequency of 150 cycles, as well as their

harmonics. This implies that a certain structure with a

physical dimension of �300 mm was distributed over the

local ¯uctuation structure, which almost corresponds to the

size of the grain clusters occurring in the scintillating

screen, as one may recognize in Fig. 9(a). This interpreta-

tion can be further supported by the fact that the distinctive

peaks are time invariant and commonly observed in all

Fourier power spectra of the 16 ¯at-®eld images. The

temporal and spatial variations in the ¯at-®eld X-ray beam

employed were certainly sources of further possible

external noise, narrowing the dynamic range of the

MCCDX system.

3.6. Overall performance of the MCCDX system as an X-ray
imager

While evaluating the non-uniformity and the dynamic

range of the MCCDX system, an X-ray transmission

image of a twig with leaves was taken in order to

examine the overall performance of the imaging system,

as displayed in Fig. 12(a), in which the image distortion

and the non-uniformity have both been corrected in

accordance with the discussion above. Also displayed in

Figs. 12(b) and 12(c) are the images magni®ed by a factor of

4 and 11.8, respectively. One can easily recognize the

clearly resolved vein structure of the leaves with the

MCCDX system.

It may be worth commenting on two independent

methods of combining all 16 X-ray sub-images into a

single uni®ed X-ray image. The ®rst method is practical,

but only applicable when there is any continuous

structure in the X-ray image across all boundaries of the

FOT±CCD assembly. The uni®cation in this case can be

performed by joining all the sub-images in such a way

that the structure in the uni®ed image becomes contin-

uous and smooth across all boundaries. The X-ray

transmission image of the twig with leaves presented

above was uni®ed in this method with a butting incon-

sistency of a few pixel lines. In the second method,

essentially all the pixels in the MCCDX system will be

®rst calibrated about their locations in a single frame of

x- and z-coordinates by using the lattice image taken with

the precise XZ stage described previously, and all the sub-

images are then combined with reference to their cali-

brated coordinates. Although the positioning accuracy of

the stage ultimately limits the ambiguity of the uni®cation

process, this method is more precise than the ®rst method

and applicable to any X-ray images, even if there is no

continuous structure contained, hence is better suited for

such discrete images as X-ray diffraction patterns.

Figure 10
(a) The local noise component extracted from the quasi-uniform
X-ray ®eld image. (b) The amplitude distribution observed in the
local noise component.

Figure 11
Two-dimensional Fourier power spectrum of the local ¯uctuation.
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4. Concluding remarks

A 4 � 4 array of CCD X-ray detectors called the

multiple charge-coupled-device X-ray detector (MCCDX)

has been constructed with the novel features of a low

demagni®cation factor of the ®bre-optics taper assembly

(D = 2.2) and a moderate operational temperature (TCCD =

273 K). The system performance has been satisfactory

con®rmed in different aspects through an examination

made on the FOT±CCD assembly during its integration

process and through the basic characterization made on

the complete system with a conventional X-ray generator

system. One can, therefore, expect the MCCDX system

to function as a signi®cant part of RIKEN beamline I

(BL45XU) at the SPring-8 facility, where research on

advanced protein crystallography is being performed

based on the trichromatic concept. Various tests are,

however, waiting to be performed for the MCCDX

system at the beamline to verify whether it is successfully

installed, not only in terms of hardware but also in terms

of software. To that end, the MCCDX system will be

acquiring a vast amount of X-ray diffraction images of

well known protein samples during the period of

commissioning, through which the detector parameters

will be re-examined under the irradiation of a synchro-

tron radiation X-ray beam.

Figure 12
(a) An X-ray transmission image of a twig taken with the MCCDX. The actual size of the image is 200 mm � 200 mm. (b) An X-ray
transmission image of a twig taken with a single CCD X-ray detector module. The actual size of the image is 50 mm � 50 mm. (c) A
magni®ed X-ray transmission image of a leaf taken with the MCCDX. The actual size of the image is 17 mm � 17 mm.
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