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A renewed interest in the Laue diffraction technique has been brought about by the development of

new, more intense and brilliant synchrotron sources along with their insertion devices such as

wigglers and undulators, and by the prospect of using these sources to study structural dynamics by

time-resolved crystallography. Theoretical studies during the past decade have identi®ed unique

features of the polychromatic diffraction geometry and greatly improved our understanding of the

Laue method. This led to innovative approaches to Laue data processing and its software

implementation. Most of the problems in Laue data processing, considered for a long time to limit the

applicability of the technique, have been solved. Signi®cant advances have also been made in the

development of synchrotron sources, beamline optics and instrumentation, and the X-ray detectors.

Static Laue experiments yield structure amplitudes that equal those from monochromatic data in

quality. When coupled with careful consideration of data-collection strategies and reaction initiation

in crystals, a series of successful time-resolved Laue experiments on biological systems have been

conducted. These have revealed information on structural dynamics inaccessible to any other

conventional diffraction method. These static and time-resolved experiments demonstrate that the

Laue method is coming of age. They also suggest avenues for future improvements: a correct

treatment of ®nite mosaic spread and the associated energy width of Laue spots; consideration of

diffuse scattering; and determination of intermediate structures in time-resolved experiments in

which those intermediates do not attain a high concentration.
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1. Introduction

What does it mean to state that an experimental tech-

nique is coming of age? Techniques evolve from a

pioneering stage in which the qualitative observation of a

phenomenon is itself noteworthy; through a more or less

protracted development stage of experimental strategies,

in which the sample, hardware and software factors that

limit the quality, quantity and ease of acquisition of data

by the technique are identi®ed and re®ned, and artifacts

eliminated or minimized; and towards a mature stage in

which the technique is adopted by a wider range of

practitioners and applied to a variety of scienti®c

problems. In the recent history of macromolecular crys-

tallography, this process is well illustrated by the evolu-

tion of the multiple-wavelength anomalous dispersion

(MAD) technique, of virus crystallography, or of the

molecular replacement technique.

In this overview we assert that the Laue technique in

macromolecular crystallography has largely completed the

second developmental stage: it has in that sense come of

age. In support of this assertion we provide an overview of

the main aspects of the Laue technique in x2 (principles), x3
(hardware) and x4 (software), with frequent reference to

earlier articles; discuss the application scenarios of the

Laue technique and several experimental considerations in

time-resolved studies in x5; summarize the key static and

time-resolved experimental results in x6; then point to

ongoing and future developments to improve the Laue

technique, to extend its range of applicability, and to drive

it towards the third mature stage in x7.

It is no surprise that the chief area of application of the

Laue technique to date, and a prime motivation for its

development, lies in time-resolved studies (Ren & Moffat,

1994). We emphasize at the outset that in a time-resolved

crystallographic experiment the essence of crystallinity,
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translational symmetry, is lost. Although reaction initiation

is designed to be effectively synchronized throughout the

macroscopic volume of the crystal, results to date suggest

that thereafter the molecules in the crystal behave inde-

pendently of one another, just as if they were in dilute

solution. That is, populations of intermediates rise and fall,

governed by the rate constants for interconversion of

structurally distinct species. Molecules do not march along

the reaction coordinate in lockstep. Synchronicity is lost,

which leads to the question posed by Ringe et al. (1992):

can Laue catch Maxwell? The answer appears to be yes in

particular cases, but developments outlined in x7 will have

to be successfully explored before this can be stated with

complete con®dence.

2. Laue geometry

The Laue method is an X-ray diffraction method from

single crystals that differs from the much more widely used

monochromatic diffraction methods by utilizing, ®rst, a

stationary crystal and, second, the polychromatic X-rays

naturally emitted by the synchrotron and its insertion

devices. The Laue technique permits much shorter expo-

sure times than monochromatic techniques by three to four

orders of magnitude (Moffat, 1997). It is therefore ideally

suited for time-resolved studies of structural changes in

biological macromolecules `at work' (SÆ rajer et al., 1996;

Perman et al., 1998).

Fig. 1 is a simulated Laue pattern from a Flock House

virus (FHV; Fisher et al., 1992) crystal at an arbitrary

orientation. Fig. 2 shows the Ewald construction illustrating

Bragg's Law in reciprocal space. All reciprocal lattice

points R between the minimum and maximum wavelengths

(represented by the �min and �max spheres) and inside the

resolution limit dmin sphere will yield diffraction rays. Each

re¯ection is stimulated by a distinct wavelength (if the

crystal mosaic spread is negligible; see x7.1 for considera-

tion of the effects of ®nite mosaic spread). Therefore, the

Figure 1
A simulated Laue diffraction pattern from a Flock House virus (FHV) crystal at an arbitrary orientation, recorded on a ¯at area detector.
The crystal is in a rhombohedral space group with cell length a = 325.5 AÊ and cell angle � = 61.7� (Fisher et al., 1992). The detector is
inclined by 22.3� with an active area of 204.8� 204.8 mm, at a crystal-to-detector distance of 250 mm. The highest resolution dmin is set at
3 AÊ and the wavelength range is 0.4±1.4 AÊ . Colours code the energies that stimulate the re¯ections. The crosses at the centre and the right
edge of the image mark the direct-beam position and the perpendicular drop from the crystal centre to the detector surface, respectively.
The image was generated by LaueView (Ren & Moffat, 1995a).
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integrated intensity of each spot needs to be normalized at

this wavelength prior to merging and averaging. This

procedure is known as wavelength normalization, the

outcome of which is denoted the �-curve. The �-curve is a

mixture of the source spectrum, the diffraction ef®ciency

factor 1/�2, an overall absorption correction and the

wavelength-dependent response of the detector. The

spectrum of the X-ray source can be experimentally

measured and/or determined from the diffraction data set

(x3.1 and x4.3.3).

If a radial line OR (a central ray) in Fig. 2 passes through

a single reciprocal lattice point R, a single re¯ection is

recorded at the corresponding location on the detector. If a

radial line passes through a series of reciprocal lattice

points, these re¯ections are recorded cumulatively in the

same location on the detector, which is called a multiple

spot. Since the radial line between O and dmin spans an

energy range, the overlap is denoted energy overlap. Since

only harmonic re¯ections can lie on the radial line OR, the

overlap is also denoted harmonic overlap. A comprehen-

sive study on multiplicity distribution by Cruickshank et al.

(1987) shows that no more than 17% of total re¯ections will

be involved in energy overlap; that no single re¯ection can

be possibly recorded at a resolution lower than 2dmin and a

wavelength longer than 2�min; and that single re¯ections

have a higher probability of being located at higher Bragg

angles. The procedure to resolve multiple spots into their

component re¯ections is known as harmonic deconvolution

(x4.3.4).

Laue diffraction patterns are often crowded and contain

many spatially overlapped spots (Figs. 1 and 3). Cruick-

shank et al. (1991) also demonstrated that the severity of

spatial overlap is a function of Bragg angle; that severe

spatial overlap is always one-dimensional, occurring along

principal zones; and that spots with a high multiplicity

(nodal spots) are surrounded by clear spaces (Fig. 3).

Spatial overlaps need to be resolved during the spot inte-

gration procedure (x4.3.2).

During Laue data collection the '-spacing between

adjacent Laue images ultimately has great impact on the

connectivity of the resultant electron density map (Ren &

Moffat, 1995b; Bradbrook et al., 1997). The fraction of all

re¯ections at a resolution d stimulated in a single Laue

exposure with a wavelength range from �min to �max is

(�max ÿ �min)/2d (Moffat, 1997). Therefore, the spacing

between successive spindle angles �' during data collec-

tion should not exceed

�'max � ���max ÿ �min�=d �1�
if complete data are to be collected at resolution d. Notice

that even when �'max is used, the data at resolution d are

still far from complete. The accessible volume between the

�min and �max spheres does not include two small conic

spaces near the spindle axis, and the volumes accessible in

successive exposures do not ®t each other well. A more

stringent estimate of �' is possible that leaves no uncov-

ered space between successive exposures but yields

signi®cant overlap,

�'min � sinÿ1��max=2d� ÿ sinÿ1��min=2d�: �2�
Effective harmonic deconvolution procedures are then

essential to realise the theoretical completeness at low

resolution.

If an experimental '-spacing is �', the average redun-

dancy r at resolution d is

r � �'max=�': �3�
The equality is met when �' = �'min, and then

r � ���max ÿ �min�=d �': �4�

Figure 3
A three-dimensional surface representation of a Laue diffraction
image near a nodal spot.

Figure 2
Ewald construction of Laue geometry.
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Fig. 4 shows the redundancy r as a function of resolution d,

when �'min appropriate to that resolution is chosen. The

value of r remains closely around 6 for the entire resolution

range from 1 AÊ to in®nity; and it can be shown (Z. Ren,

unpublished results) that r is not strongly wavelength-

dependent. When �'min is chosen, the data are barely

complete at resolution d; the redundancy, however, is

already above 6. This demonstrates that it is hard to collect

complete Laue data sets, but easy to collect highly redun-

dant data. Redundancy cannot be traded for completeness.

This unique feature of Laue geometry provides a solid

foundation for several critical data-processing procedures

such as wavelength normalization (x4.3.3) and harmonic

deconvolution (x4.3.4).

The main advantage of Laue diffraction, very short

exposures and hence very high time resolution, is set off

against a number of dif®culties. These are summarized in

Fig. 5, and fall into two main categories: experimental

relevance and data quality. The former includes whether a

polychromatic X-ray beam perturbs the crystal, and

whether the Laue technique is yet fast enough to study

irreversible reactions; the latter addresses whether very

rapid Laue data collection yields well behaved Fourier

maps, and whether the accuracy and the achievable reso-

lution of Laue data are adequate to cope with subtle

structural modi®cations occurring on short timescales.

Fig. 5 clearly shows that answers to these questions largely

depend on crystal quality and on the performance of the

X-ray source, optics and detector. Assuming that adequate

crystals have been prepared and that optimized instru-

mentation is available, the success of a Laue experiment

will depend on the choice of a wise data-collection strategy

(Yang et al., 1998), and on effective use of Laue data-

processing packages (Clifton et al., 1997).

3. Laue beamlines

Synchrotrons provide ideal X-ray sources for Laue

diffraction experiments: they are polychromatic, intense

Figure 5
Major issues involved in Laue geometry and its applications.

Figure 4
Laue data redundancy r at resolution d [equation (4)] with �max =
1.3 AÊ and �min = 0.3 AÊ .
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and pulsed (Helliwell, 1997). The ®rst is intrinsic to the

radiation emission process; the second and third allow a

further reduction in the X-ray exposure times that are

already several orders of magnitude shorter than those

needed for monochromatic experiments. To achieve the

very short exposure times needed for time-resolved

experiments, it is important to select the X-ray source and

optimize the optics so that the maximum power density is

delivered to the sample as a well focused and stable X-ray

beam. High-brightness insertion devices (wigglers and

undulators) are necessary for sub-ms exposure times, while

bending magnets are well suited when ms to s exposure

times are suf®cient. However, even at third-generation

synchrotron sources, the ultrafast time-resolved studies

with exposure times of �100 ps (the duration of a single

X-ray pulse; Bourgeois et al., 1996) require a 10 to 100 fold

increase in X-ray intensity, if averaging by multiple expo-

sures is to be avoided for typical size crystals (e.g. 200 mm).

This at present restricts the application of these types of

ultrafast experiments to reversible reactions only (Moffat,

1998a,b). Progress in synchrotron radiation technology or

the development of free-electron lasers at hard X-ray

wavelengths may improve the situation in the future.

Several beamlines have been designed and constructed

speci®cally for use of the Laue technique on biological

macromolecules. They include the X26C beamline at the

National Synchrotron Light Source (NSLS), Brookhaven

National Laboratory, USA (http://www.nsls.bnl.gov/Beam-

Line/pages/x26c.html); the ID09 beamline at the European

Synchrotron Radiation Facility (ESRF), France (http://

www.esrf.fr/exp_facilities/ID9/handbook/handbook.html);

the 14-ID and 14-BM beamlines at the Advanced Photon

Source (APS), Argonne National Laboratory, USA (http://

cars.uchicago.edu) and the BL44B2 beamline at SPring-8,

Japan (http://www.spring8.or.jp/ENGLISH/facility/bl/

RIKENBL/BL44B2/index.html). Experimental details are

discussed by Moffat (1997) and references therein.

3.1. Spectral properties

The spectral properties of the X-ray radiation delivered

to the crystal and sensed by the detector, such as the

bandpass (�max to �min) and the shape of the X-ray spec-

trum, have to be considered when choosing the right source

and optics for Laue experiments. These properties are in

practice determined by a choice of the source (bending

magnet, wiggler or undulator), by the mirror coating and

grazing angle, and by inserting multilayer devices and

various ®lters into the beam.

In general, shorter wavelengths provide the advantage of

reduced radiation and thermal sample damage. Absorption

effects, which are dif®cult to fully correct by data proces-

sing software, are also reduced. However, the ef®ciency of

most detectors diminishes at shorter wavelengths. Results

on Laue data processing suggest that the wavelength range

of 0.4±1.8 AÊ (7±30 keV) is acceptable (Helliwell, Habash et

al., 1989; SÆ rajer et al., 1996; Yang et al., 1998; Genick et al.,

1997).

The choice of an adequate spectral bandpass is crucial

(Sweet et al., 1993). A relatively narrow bandpass reduces

the number of harmonic and spatial overlaps and the

polychromatic background. Laue patterns are therefore

less crowded and the signal-to-noise ratio should be

improved. However, the narrow bandpass requires a larger

number of frames to be collected for a complete Laue data

set (x2), and frame-to-frame scaling errors may be

enhanced. In time-resolved experiments with reversible

photosensitive systems where each X-ray exposure is

preceded by a laser exposure, a larger number of frames

requires a larger number of potentially damaging laser

pulses to be delivered to the sample. In irreversible reac-

tions, each repeated reaction initiation necessary to

complete a data set might require a new crystal. Clearly, in

both cases a smaller number of frames is desirable. Narrow-

bandpass insertion devices such as the single-line U20

undulator at the ID09 beamline at ESRF present additional

challenges for the data-processing software. A signi®cant

fraction of data becomes partial, especially at low resolu-

tion (see x7.1 for details), and spectra exhibit a particularly

sharp intensity variation with wavelength. The former

problem is not addressed by the existing data-processing

software. The latter can, however, be successfully handled

by software, as demonstrated by processing of Laue data

collected at the ID09 beamline using various insertion

devices (SÆ rajer et al., 1999). The U26 and U20 undulator

spectra, as well as the complex spectrum of the W70 wiggler

and U46 undulator used in series, have been successfully

derived from the data using high-degree Chebyshev poly-

nomials to model the sharply varying wavelength-normal-

ization curve in LaueView (Ren & Moffat, 1995a).

It might be particularly advantageous to use single-line

undulators for reversible reactions, provided that the

crystal can sustain repeated reaction initiation and that

progress is made in treating partials by the data-processing

software. The smooth wide-bandpass spectra and high

X-ray ¯ux afforded by wigglers make them proven reliable

sources for reversible systems (SÆ rajer et al., 1996; Perman et

al., 1998) and the source of choice for irreversible systems.

However, these advantages occur at the expense of a

somewhat decreased signal-to-noise ratio due to their

higher background compared with undulators.

3.2. Exposure time control

A fast X-ray shutter is necessary to accomplish the short

exposure times in Laue experiments. Single-opening X-ray

shutters, such as an electromagnetically driven tungsten

blade that moves in and out of the X-ray beam, are typi-

cally limited to opening times of �1 ms. The opening times

of rotating X-ray shutters such as a channel-cut rotating

disc can reach 1±2 ms (LeGrand et al., 1989; Bourgeois et al.,

1996; Wulff et al., 1997). An additional millisecond shutter

can be used in series with a rotating shutter when it is

desirable to isolate a single opening of the rotating shutter

which typically occurs every 1±3 ms. Such a shutter train

was used in the nanosecond time-resolved Laue experi-
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ments on the ID09 beamline (Bourgeois et al., 1996; SÆ rajer

et al., 1996; Perman et al., 1998). The rotating shutter was

synchronized with the X-ray clock to pass one 150 ps X-ray

pulse per opening in the single-bunch operating mode of

the storage ring, and the millisecond shutter was used to

isolate only one opening of the rotating shutter. This

sequence was repeated as necessary for signal averaging,

but the time interval between successive X-ray exposures

was of the order of several seconds. These deliberately long

intervals were necessary to allow full reversal of structural

changes produced by the laser pulse arriving prior to the X-

ray pulse, and dissipation of energy (heat) deposited in the

crystal by the laser pulse.

3.3. Detectors

In considering which detector should be used for Laue

data collection, the important factors are largely the same

as for monochromatic data collection: dynamic range,

detective quantum ef®ciency (DQE), size, point spread

function, energy response, readout time, readout noise and

dark current. A large dynamic range is desirable (perhaps

even more so in Laue experiments than in monochromatic)

due to the large variation in incident X-ray intensity with

wavelength. The detector should be large in active area,

both to record the re¯ections at higher resolution stimu-

lated by longer wavelengths in the X-ray spectrum and to

accommodate the larger crystal-to-detector distances

desirable to minimize spatial overlaps. The point spread

function must be suf®ciently small not to worsen the spatial

overlap problem. A high DQE in the energy bandpass of

interest is of particular importance in time-resolved

experiments that generate weak diffraction patterns from

the quite short exposures. It is also desirable that the DQE

varies with the X-ray dose; it should be high when the

X-ray dose is low. A low readout noise enhances the signal-

to-noise ratio for weak re¯ections. However, a low dark

current is not critical since Laue exposures are very short;

but it becomes essential when the signal is averaged by

collecting multiple exposures at the detector prior to

readout. A fast readout improves the Laue experiment

duty cycle, since the readout time is always much longer

than the very short Laue exposure times. A fast readout is

critical when an irreversible reaction is followed after a

single reaction initiation, since the time resolution in this

type of experiment is actually restricted by the detector

readout time. Finally, the energy response of the detector

and its dependence on wavelength and obliquity have to be

considered and appropriate corrections applied to data. A

careful calibration of detectors used for Laue data collec-

tion at various energies still remains to be performed.

Both image-plate (off- and on-line) and CCD detectors

have been successfully used for Laue data collection. The

advent of automatic readout of these detectors versus the

early days of the synchrotron Laue method with ®lm have

hugely changed the capacity to record many orientations

for multiple Laue exposures from the crystal. Thus

completeness and redundancy (x2) have been greatly

facilitated for Laue data sets. Moreover, the improved

DQE of these detectors allows shorter exposures to the

sample for a given data accuracy and thus more exposures

to be recorded before the sample decays.

4. Laue data collection and processing

In this section we review the main characteristics of the

Laue technique in terms of three closely related aspects:

crystal parameters, data-collection strategy and data

processing.

4.1. Crystal parameters

The success of a Laue experiment is primarily deter-

mined by the crystal conditions (denoted A in Fig. 5). Some

crystals may be altered by radiolysis effects that produce

undesirable side reactions. Others show unacceptable

disorder during the course of a structural reaction. Yet

others are simply too fragile to withstand the considerable

radiation dose delivered during an extended white or pink

beam exposure. (In a pink beam, higher-energy X-rays are

removed from the white beam by total external re¯ection

from a mirror.) The necessary exposure may then have to

be delivered as a set of sub-exposures (Moffat, 1997).

Moderate cooling of crystals is likely to be bene®cial, but

cryocooling is not a solution since a main interest of Laue

experiments is in the study of macromolecules at near

physiological temperature where molecular motion asso-

ciated with structural reactions is retained, not frozen out.

High-symmetry space groups are advantageous since they

will reduce the minimum number of frames needed to

collect a complete data set. However, crystal selection will

always be largely driven by the scienti®c questions posed in

structural biology.

4.2. Data-collection strategy

Once promising crystals and an appropriate Laue

experimental station are available, the data-collection

strategy must be thought through carefully. It is usually best

to use a coarse �' ®rst [such as �'max in equation (1)], and

then to ®ll in the gaps by several passes until �'min in

equation (2) is achieved. This strategy yields more uniform

sampling of reciprocal space even when radiation damage

is a problem and �'min cannot be achieved.

The best results can only be obtained when crystal

parameters, source parameters, data-collection strategy and

data-processing ability are considered together. For

example, the choice of the crystal-to-detector distance is

closely related to the maximum cell length, crystal

diffraction limit, detector size and X-ray wavelength range.

The necessity to minimize spatial overlaps and to cover a

suf®ciently high Bragg angle needs to be considered jointly.

The ability of software to resolve spatial overlaps has a

great in¯uence on the choice of crystal-to-detector

distance. Sometimes it may be desirable to shift the

detector off axis to cover higher Bragg angles. A two-pass

exposure strategy was successfully used to compensate for
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the limited dynamic range of the detector in a high-reso-

lution Laue data collection from restrictocin (Yang et al.,

1998). The ®rst low-resolution pass used 0.5 ms of exposure

per image; the second high-resolution pass used a 10 ms

exposure. The ®rst pass used a centred detector; the second

used a shifted detector. A toast-rack arrangement of ®lms

was proposed to deal with factors such as spatial overlap,

energy overlap, detector dynamic range and Bragg-angle

acceptance (Helliwell, 1991). However, this strategy is

restricted to largely transparent detectors such as ®lm and

has not been widely used with the arrival of non-trans-

parent image-plate and CCD detectors.

The signal-to-noise ratio in Laue diffraction patterns in

time-resolved experiments can be poor because of the

higher-level polychromatic background and the limited

X-ray ¯ux when a very short exposure time is to be

achieved, as in single-bunch experiments (Bourgeois et al.,

1996). To remedy this problem, one could limit the X-ray

background by reducing the X-ray bandpass, for example,

by utilizing a multilayer or a single-line undulator, and seek

to increase the diffracted signal by increasing the

synchrotron ring current. A more frequently adopted

strategy is to average multiple exposures under identical

conditions on each image when studying a reversible

reaction (SÆ rajer et al., 1996; Perman et al., 1998). Such

averaging takes place at the same delay time after reaction

initiation, when the fractional concentration for each

intermediate reaches the same value.

4.3. Data processing

Data processing concentrates on ef®cient extraction of

signal and suppression of error (Clifton et al., 1997). A ¯ow

chart of typical Laue data processing is presented in Fig. 6.

As in the more familiar monochromatic data processing, it

consists of three major parts: geometric prediction of

diffraction patterns, integration of diffraction spots, and

data reduction. Laue data reduction includes wavelength

normalization, frame-to-frame scaling, and harmonic

deconvolution. Ef®cient software packages were developed

for this purpose, including LaueView (Ren & Moffat,

1995a,b) and the Daresbury Laue Software Suite (Helli-

well, Habash et al., 1989; Campbell, 1995). Improvements to

speci®c parts of the processing were proposed: LEAP

(Wakatsuki, 1993), Lauecell (Ravelli et al., 1996; Ravelli,

1998), PrOW (Bourgeois et al., 1998), and other imple-

mentations based on Bayesian theory (Bourenkov et al.,

1996; Ursby & Bourgeois, 1997).

4.3.1. Indexing and geometry re®nement. The ®rst step in

`modern' Laue data processing consists of indexing

diffraction patterns from crystals whose orientation matrix

is unknown (in the `old days', crystals were often manually

pre-oriented!). In most practical cases, cell parameters are

accurately known from previous monochromatic experi-

ments and only the crystal orientation needs to be deter-

mined. This can be ef®ciently achieved with packages like

LaueView (Ren & Moffat, 1995a) or Lauegen (Campbell,

1995), using the method of Helliwell, Habash et al. (1989).

In this method, two series of interplanar angles are calcu-

lated in reciprocal space, the ®rst using a few (nodal) spots

selected from the experimental Laue pattern, and the

second using the known reciprocal Bravais lattice. The

orientation matrix of the crystal is obtained by comparing

and matching these two lists. Accurate evaluation of

experimental interplanar angles necessitates correct iden-

ti®cation of the direct-beam centre. This can be achieved

during the Laue experiment by using a semi-transparent

beamstop or later by software, by computing the point of

intersection between several Laue conics in the diffraction

pattern

When cell parameters are not known, other indexing

methods are able to determine the crystal orientation and

the relative cell dimensions. They rely on the use of the

gnomonic projection (Carr et al., 1992), or on a recognition

of conics by a plane search algorithm in reciprocal space

(program Lauecell; Ravelli et al., 1996). The determination

of absolute cell dimensions requires the identi®cation of a

known wavelength in the X-ray spectrum, to introduce a

length scale. This may, for example, be performed by

inserting a metal foil with a known absorption edge into the

beam (Carr et al., 1993), or by identifying one characteristic

edge from a mirror coating in the beamline optics. A useful

review on Laue indexing can be found by Ravelli et al.

(1999).

Even in the common case where cell parameters are

known to good accuracy, the ease of indexing a Laue

pattern relies on a favourable crystal orientation for the

Figure 6
Flow chart of typical Laue data processing.
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image being worked on. Some images in a complete data

set are easier to index correctly than others. These images

usually show elliptical rather than parabolic or hyperbolic

conics, and are characterized by a number of clearly iden-

ti®able nodal spots where prominent conics intersect.

Pattern indexing is followed by determination of the

effective X-ray wavelength range and the resolution limit.

Histograms of the ratio I/�(I) can be computed to assess

the short wavelength limit �min and the resolution limit dmin

(Hao et al., 1995; Ren & Moffat, 1995a). The long wave-

length limit �max is more dif®cult to determine, and may be

established from the knowledge of experimental para-

meters (such as the presence of attenuators in the beam)

and inspection of the patterns. In practice, there are no

`hard' limits of wavelength and resolution in Laue patterns,

and soft boundaries should be used instead. A resolution-

dependent spectral bandpass, or wavelength-dependent

resolution limit, implements soft rather than hard limits on

dmin, �min and �max. This scheme permits dynamically

adjusting these soft limits based on Wilson statistics

(Wilson, 1942) and prior knowledge of the source spectrum

(x3.1). Fig. 7 shows the probability distribution of measur-

able re¯ections in reciprocal space. Let dmin be the very

highest resolution where re¯ections are barely measurable

at the peak of the X-ray spectrum. Such re¯ections will not

be measurable at the two wings and other weak regions of

the spectrum. The lowest contour line de®nes a new

accessible region that replaces the region de®ned by the

three spheres of dmin, �min and �max. LaueView includes an

implementation of a resolution-dependent bandpass. This

technique is of key importance when dealing with sharply

varying X-ray sources like undulators (Bourgeois et al.,

1999).

Various conclusions need to be re-examined under the

assumption of a resolution-dependent spectral bandpass

compared with those based on hard limits. First, a lower

completeness and redundancy can be realistically achieved

than those theoretically predicted with hard limits, espe-

cially at higher resolution and, therefore, a ®ner angular

spacing �' should be employed in data collection.

However, at low resolution, predicted completeness and

redundancy described above are little affected; complete-

ness and redundancy at low resolution are still the concern.

Second, software which implements a resolution-depen-

dent bandpass allows a more optimistic setting of soft limits

and should also tolerate larger errors in these settings, and

requires less computation for spot integration. Third, fewer

spatial overlaps truly exist than predicted from hard limits.

Spot density distribution is less strongly dependent on

Bragg angle than previously projected (Cruickshank et al.,

1991). Fourth, a better estimate for the Bragg angle

acceptance �a can be carried out, if the spectrum is known

when planning data collection. Fifth, fewer single re¯ec-

tions at high resolution, stimulated by longer wavelengths,

can be realistically measured. Sixth, fewer energy overlaps

exist, mainly due to the fact that data at high resolution,

stimulated by short wavelengths, are not truly measurable.

This liberates some re¯ections at a resolution lower than

2dmin and wavelength longer than 2�min from being

harmonically overlapped. For a typical smooth bending-

magnet or wiggler spectrum, energy overlap is reduced to

about 13% from 17% (Z. Ren, unpublished results).

Seventh, the discontinuity in data density at wavelength

2�min is removed. The �-curve can be derived as a single

curve with no discontinuity at 2�min, even for high-resolu-

tion data sets (Ren & Moffat, 1995a).

Geometrical re®nement of the calculated spot positions

must also be performed in order to account for various

imperfections of the instrumental system. Re®nable para-

meters include crystal orientation matrix, crystal-to-

detector distance, direct-beam position, tilt, twist, bulge

and raster-shape of the detector and (some of) the cell

dimensions, as well as various cross terms (Ren & Moffat,

1995a; Campbell, 1995). Geometrical re®nement is usually

achieved by least-square minimization between calculated

and observed spot positions. The performance relies on the

ability to precisely localize experimental spots, which

proves more dif®cult when the Laue spots are weak,

spatially overlapped or signi®cantly elongated. Several

re®nement cycles should be applied, preferably with a

limited number of well de®ned experimental spots rather

than with a large number of unreliable spots, especially in

the earlier passes. The root-mean-square deviation

Figure 7
Probability distribution of measurable re¯ections in reciprocal
space. A �-curve of beamline ID09 with a wiggler W70/
undulator U46 source at the ESRF is used. Darker grey levels
indicate higher probability.
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between observed and calculated spot positions should (as

a rule of thumb) not exceed half the raster size.

It is good practice to cycle geometrical re®nement and

determination of the X-ray wavelength range and resolu-

tion limit a couple of times, at least when processing the

early images of a data set. However, once geometrical

re®nement is completed, it is wise to slightly over-predict

the patterns, provided that subsequent software is able to

cope with the resulting complications. Indeed, under-

prediction may not only result in losing potentially useful

information, but also in mis-assigning multiples and intro-

ducing bias into wavelength normalization.

4.3.2. Integration. Laue data integration is usually based

on variants of the spot pro®le-®tting technique originally

introduced by Rossmann (1979). Successful integration by

pro®le ®tting relies on four key aspects: accurate subtrac-

tion of X-ray and detector background; de®nition of high-

quality model pro®les that are used to ®t weak and/or

overlapped diffraction spots; proper determination of

suitable ®tting masks; and accurate evaluation of the inte-

grated intensities from weak and/or overlapped spots and

of their associated error estimates by least-square mini-

mization. Non-overlapped strong spots can be accurately

integrated by summation techniques. Other features, such

as the possibility to reject obvious outliers or to mask out

unreliable parts of the image, are also helpful (Shrive et al.,

1990; Wakatsuki, 1993; Greenhough & Shrive, 1994; Ren &

Moffat, 1995a; Campbell et al., 1998; Bourgeois et al., 1998).

Deconvolution of spatially overlapped spots by software

is crucial since there is no experimental solution that can

completely eliminate such spots. The recent Laue integra-

tion programs are all designed to implement such decon-

volution algorithms. Differences between them relate

primarily to the construction of reference pro®les and

pro®le-®tting masks. In LaueView (Ren & Moffat, 1995a;

Ren et al., 1996), reference pro®les are constructed analy-

tically from a library built from well de®ned strong non-

overlapped and accurately predicted spots in various

detector bins. Analytical parameters de®ning the pro®le

shape are derived from these spots and vary smoothly

throughout detector space. Weak and/or overlapped spots

whose shapes may vary due to radial elongation or aniso-

tropy can be faithfully modelled. This technique has the

advantage that it is not affected by detector sampling

effects, since model pro®les can be calculated at the

predicted positions of the spots under evaluation. Due to

the limited ¯exibility of analytical models, certain unusual

spot shapes such as double-peaked spots may not be

correctly evaluated. In LaueView, pro®le ®tting is

performed by least-square minimization over a ®tting mask

inscribed within an arbitrarily de®ned contour level of the

model pro®le. The level of that contour does not depend on

the signal-to-noise ratio of the spot under evaluation.

A different approach is used in PrOW (Bourgeois et al.,

1998). `Learned' model pro®les are constructed numeri-

cally from well behaved reference spots located in the

vicinity of the spot under evaluation. Ef®cient procedures

ensure that reference spots, which are selected based on

severe criteria, are uniformly distributed throughout

detector space. Fitting masks are also de®ned as areas

inscribed within certain contour levels of the model

pro®les. However, the level of the contour depends on a

prior estimate of the signal-to-noise ratio of the spot under

evaluation. This dynamically adjusted pro®le-®tting area

signi®cantly improves the accuracy of the evaluation of

weak diffraction spots, which are frequent in Laue patterns.

This technique also allows the ef®cient ¯agging of spots as

overlapped (Bourgeois, 1999).

Estimation of error associated with the integrated

intensity is essential to the later success of wavelength

normalization and data scaling. Two strategies are

commonly used. An empirical approach is based on the

pro®le-®tting residual (LaueView), which accounts in a

reasonable manner for other types of errors which are

dif®cult to model, e.g. errors resulting from positional

inaccuracy in geometry re®nement, or in digitization of the

diffraction pattern. The error estimates eventually need to

be calibrated from the variance of redundant data. The

second approach is based on error propagation from the

expression describing pro®le-®tted integrated intensities

(PrOW). It is theoretically more elegant, but tends to

neglect the contribution of systematic errors which in

general become more pronounced for higher intensities.

When such an approach is chosen, wavelength-dependent

effects have to be taken into account. For example, the

wavelength dependence of the detector gain must be

included in estimation of variances, which is non-trivial in

the case of a polychromatic background. A combined use

of the two strategies might improve the reliability of error

estimation.

4.3.3. Wavelength normalization and data scaling. Laue

intensities are strongly modulated by various physical

parameters, which need to be accounted for before usable

structure factor amplitudes can be extracted. Data

normalization is one of the most complex tasks of Laue

data processing, since some of these parameters show a

sharp wavelength dependence and may be correlated. A

few improvements in numerical analysis and optimization

of large-scale non-linear least-squares problems were

recently carried out in LaueView (Ren et al., 1999). Parallel

implementation of the non-linear least-squares minimiza-

tion is also available (Ren et al., 1999).

The overall scale factor to be applied to integrated

intensities can be expressed as (Ren & Moffat, 1995a):

foverall � fLfPf�fisoSfisoBfAfanisoSfanisoBfisoDfanisoDfUfO; �5�
where fL is the Lorentz factor (= sin2�), fP accounts for the

polarization ratio, fisoS, fisoB, fanisoS and fanisoB are isotropic

and anisotropic inter-image scale and atomic displacement

factors, f� is the wavelength-normalization factor, fA is a

general absorption correction, fisoD and fanisoD relate to

potential radiation damage, and fU and fO correct for

detector non-uniformity of response and non-linearity. An

obliquity correction, accounting for the effect of a protec-
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tive layer placed in front of the detector, may also be added

(Arzt et al., 1999). Most of these factors (fL, fP, fisoS, fisoB,

fanisoS, fanisoB, fisoD, fanisoD) are not speci®c to the Laue

technique and may in principle be handled as in the

monochromatic case. The detector-dependent corrections

fU and fO are usually applied to raw images prior to Laue

data processing. Although these corrections should be

wavelength-dependent (e.g. uniformity of detector

response is usually strongly wavelength-dependent), they

are generally applied as though they were wavelength-

independent, in which a single wavelength is chosen close

to the peak of the X-ray spectrum. This over-simpli®cation

may degrade results obtained with curved detectors, such as

the image-intensi®er detectors used at the ESRF.

The most critical normalization terms are f� and fA. The

factor f� accounts for variations in the X-ray spectrum as

seen by the detector, and therefore gathers a series of

various modulations (X-ray source, beamline optics,

detector) which are dif®cult to accurately model by theory.

There are two main approaches to deriving f�. The ®rst

consists of taking advantage of the structure factor ampli-

tudes derived from a previously recorded monochromatic

data set. This technique is neither the most elegant nor the

more general. However, considering that the Laue tech-

nique is most often used to study transient structural states,

where structure factor amplitudes differ only slightly from

native amplitudes (which in the majority of cases are

accurately known from a previous monochromatic experi-

ment), this technique might be extremely ef®cient. Alter-

natively, the normalization curve can be evaluated by

comparison of the intensities of symmetry-related re¯ec-

tions measured several times at different wavelengths,

preferably in the same data set. The success of this tech-

nique depends on the naturally high redundancy of Laue

data (x2). A so-called wavelength-binning method was

initially proposed by Helliwell (1992) and implemented in

the Daresbury Laue Software Suite (Campbell et al., 1986;

Helliwell, Habash et al., 1989; Campbell, 1995). In this

method a series of numbers representing the average value

of the normalization curve within a small wavelength range

is derived. A polynomial is then ®tted to these numbers to

yield an approximate �-curve. Due to the limited number of

bins that can be handled, the ef®ciency of this technique is

diminished when the X-ray spectrum shows sharp features,

for example, due to absorption edges from mirrors or

detectors, or when an undulator source is used. To improve

the accuracy of wavelength normalization, Ren & Moffat

(1995a) followed the idea of Smith Temple (1989) and used

Chebyshev polynomials to precisely model the �-curve in

LaueView [see Fig. 9 of Ren & Moffat (1995a) and Fig. 1 of

Yang et al. (1998) for examples]. The choice of the degree

of the polynomial has to make a compromise between the

ability to accurately recover genuine sharp features of the

X-ray spectrum and the tendency to ®t noise. As an

example, normalization of Laue data collected at the ESRF

ID09 beamline recovered sharp spectral features present in

the spectra of the undulators U20, U26 and combined

wiggler W70/undulator U46, by using Chebyshev poly-

nomials of high degree up to 128 (SÆ rajer et al., 1999).

Recently a similar technique for wavelength normal-

ization, also based on using Chebyshev polynomials, was

proposed by Arzt et al. (1999). In addition, an elegant way

of correcting for absorption dependence of the integrated

intensities [factor fA in equation (5)] is proposed. The

diffracted signal transmitted through a pathlength t is

expressed by

T � Vÿ1
R
V

exp�ÿ����t� dv; �6�

where V is the crystal volume. Whereas the wavelength

dependence of the linear absorption coef®cient � may be

accurately assessed from a relatively simple analytical

model and from the knowledge of the sample composition,

the pathlength t is more dif®cult to derive since it depends

on the crystal shape and orientation for each diffracted ray.

Arzt and co-workers estimate the effective pathlength t by

using the concept of a general pathlength, which is

modelled by two-dimensional Chebyshev polynomials

(Ren & Moffat, 1995a). With this method the variation of t

can be established at once throughout reciprocal space and

applied individually for each re¯ection. However, this

global general pathlength has to be broken down to an

image-wide or orientation-speci®c function (Ren & Moffat,

1995a), when the crystal is not completely bathed in the

X-ray beam.

The order in which the scaling parameters in equation

(5) are re®ned is more or less a question of (careful) taste.

In particular, one has to take care to prevent over-

compensation effects. Compulsory corrections are fL, fP,

fisoS, fisoB, f�, but other corrections dealing with absorption,

anisotropy or radiation damage may signi®cantly improve

the ®nal data quality. It is also important to note that

re¯ections which at ®rst appear to be outliers may turn out

after parameter re®nement not to be. This means that the

overall scaling procedure and rejection of outliers should in

general be cycled several times, possibly in an automated

manner, until a number of quality indicators show satis-

factory scores (Ren & Moffat, 1995a). The numerical

quality indicators, such as the merging R-factor, are useful,

and some graphical quality indicators, such as various error

scatter plots, are often extremely sensitive to potential

problems in data scaling [for example, see Fig. 5 of Ren &

Moffat (1995a)].

Finally, when a Laue experiment is conducted in order to

®nd out subtle structural differences between two closely

related structures, it is preferable to normalize the two data

sets together, and only separate the contributions from

each once the data are properly scaled.

4.3.4. Deconvolution of multiples. Poor completeness of

Laue data at low resolution is the origin of poor connec-

tivity in Fourier maps, which often makes the interpretation

of (difference) Fourier maps suspect. This dif®culty can be

substantially alleviated by deconvoluting the harmonic

overlaps or multiples.
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A variety of techniques have been proposed to retrieve

the individual components of multiple spots. Experimental

tricks to take advantage of the wavelength-dependent

penetration of X-rays were proposed to stack several

photographic ®lms behind each other (Helliwell, Harrop et

al., 1989); or to repeated Laue exposures with a series of

attenuators (Hanley et al., 1996). Techniques based on

direct methods (Hao et al., 1993) or on Bayesian statistics

(Bourenkov et al., 1996; Xie & Hao, 1997) have the

advantage of not relying on heavily redundant data.

Deconvolution of multiples by making use of the normal-

ization curve and data redundancy was shown possible by

Campbell & Hao (1993). Robust procedures have been

implemented in LaueView by Ren & Moffat (1995b), and

recently in LSCALE (Arzt et al., 1999). In this technique

(which shows similarity with some de-twinning methods)

individual contributions to multiple spots are retrieved by

solving sets of linear equations. Normal matrices are

essentially built from �-curve coef®cients, hence the accu-

racy of the deconvolution depends heavily on accurate

wavelength normalization. In addition, a suf®cient number

of observations are necessary to provide an over-deter-

mined system, which implies the need for high data

redundancy and the use of all available data across the

available X-ray bandpass (x2). The ef®ciency of the

deconvolution is greatly improved if observations from

singles (possible multiples; Ren & Moffat, 1995b) are

included in the sets of linear equations, and if the sets of

equations that are linear in the intensities are converted to

near-linear by substitution of the (squared) structure factor

amplitude for the intensity (Ren & Moffat, 1995b).

4.3.5. Optimization of difference Fourier maps. Difference

Fourier maps and difference re®nement (Terwilliger &

Berendzen, 1995, 1996) are often used to detect and

investigate small conformational changes. Despite all the

efforts in data processing, the noise in the difference

structure factor amplitude �F may still be large compared

with the signal. In time-resolved experiments the intrinsic

signal-to-noise ratio can be very low since conformational

changes are often limited in extent and intermediate

structural states may be of low occupancy. Bayesian tech-

niques, which essentially add relevant a priori information

to experimental data, are valuable tools to ensure statisti-

cally correct distributions for experimental data. In the

q-weighting technique (Ursby & Bourgeois, 1997) it is

assumed that experimental measurements of structure

factor amplitudes F1 and F2 are normally distributed

around the true value Ftrue, and that the ensemble of �Fs

follows a Wilson distribution. The width of the distribution

relates to the `distance' between the related structures, and

can be inferred from the data itself. With these assump-

tions, �F = F1ÿ F2 for non-centrosymmetric re¯ections can

be weighted by the factor q,

q � �2
D=��2

D � 2��2
F1
� �2

F2
��; �7�

where �D is related to the width of the distribution of the

�F values; �F1
and �F2

are the experimental uncertainties of

the structure factor amplitudes. The weight q accounts for

the reliability of the structure factor amplitudes, and may

be compared with the ®gure of merit m applied to Fourier

maps, that accounts for the reliability of structure factor

phases (Read, 1986). The factors m and q thus play parallel

roles for the structure factor phases and amplitudes,

respectively (Bourgeois, 1999).

The q-weighting technique improved difference Fourier

maps considerably (SÆ rajer et al., 1996). However, other

sources of systematic errors originating in data collection

and processing cannot be corrected this way, for example,

errors due to data scaling, incomplete coverage of reci-

procal space (x2), mis-assignment of multiples or neglect of

energy resolution of Laue spots (x7.1).

5. Applications of Laue diffraction to structural
biology

As discussed above, the obvious advantage of the Laue

technique is the speed of data collection that may be

achieved while maintaining an adequate signal-to-noise

ratio, and the small number of exposures necessary to

collect complete data sets. This advantage is particularly

pronounced when crystals exhibit high symmetry (Clifton

et al., 1991). Therefore, Laue diffraction is used when rapid

data collection is necessary, under a variety of different

circumstances. First, the crystal specimen may not be

amenable to ¯ash-freezing (as is frequently the case for

virus crystals). Second, the structure at room temperature

is desired, but the lifetime of the crystal conditions is too

short for conventional monochromatic data collection.

Third, although the desired structural state can be estab-

lished by continuous excitation via some physical means,

damaging side effects occur. Fourth, the desired structure

may be a transient intermediate that cannot be cleanly and

uniquely accumulated by physical or chemical trapping;

snapshots with high time resolution following reaction

initiation in the crystal need to be taken near the chosen

time points when the target species reaches a high

concentration. Fifth, the concentration of the desired

transient intermediate may never reach a high level during

the entire time course of the reaction; this species is not

detectable at any individual time point, regardless of the

time resolution. However, if snapshots with high time

resolution are taken at a series of time points, the transient

species might be detectable through joint analysis of the

time points, by advanced computational means.

The Laue method is almost always linked to data

collection at ambient temperatures, either because it is

being used for time-resolved experiments under near-

physiological conditions, or because it is being used for

specimens that are refractory to cryocooling. The funda-

mental reason is that cryocooling protocols both freeze out

the molecular motion and almost always signi®cantly

perturb the crystal structure by introducing anisotropic

mosaicity. This leads to the conclusion that the Laue



902 Laue crystallography

method is best suited for the visualization of intermediate

states that cannot be cleanly trapped by cryocooling.

5.1. Design of time-resolved crystallographic studies

In a broad sense, a time-resolved crystallographic

experiment can be classi®ed into single- and multi-turnover

categories. A single-turnover experiment is an experiment

in which one or more exposures are collected during an

ef®ciently triggered single-turnover event or reaction cycle

in the crystal, while in a multi-turnover experiment an

exposure is taken after the accumulation of a steady-state

complex (Moffat, 1989, 1997; Stoddard, 1996a; Stoddard,

1998). In essence, the intrinsic free-energy pro®le of the

reaction is exploited.

One faces several choices of experimental strategy for

generation and detection of reaction intermediates in the

crystal when designing a time-resolved experiment. Should

trapping protocols be applied (Moffat & Henderson, 1995;

Stoddard, 1996a)? Is the goal to quench the progression of

the reaction past its normal rate-limited step, or alter-

natively to alter the free-energy pro®le of the reaction to

favour the accumulation of an otherwise short-lived tran-

sient intermediate? If no trapping, should one conduct a

single-turnover experiment or a multi-turnover steady-

state experiment in order to accumulate the transient

species being studied? If a single-turnover experiment is

chosen, what method of reaction initiation should be used?

What method of data collection should be used? In parti-

cular, should data collection be conducted using a multi-

bunch polychromatic X-ray source (appropriate for

microsecond to millisecond time resolution), or a pulse

from a single-bunch source (which allows sub-nanosecond

time resolution)? Generally, this decision is dictated by the

lifetime of intermediate and/or the lifetime of the desired

crystal under the experimental conditions.

5.1.1. Single-turnover experiments. In a single-turnover

experiment a catalytic cycle is triggered via a chemical or

photochemical event, such that the rate-limited inter-

mediate accumulates and decays in response to the ratio of

kinetic rates leading to its formation and decay. The

magnitude of the triggering rate kstart relative to kcat

directly dictates the degree of synchronization of the initial

turnover cycle and the homogeneity of the rate-limited

complex in the crystal. The faster the turnover and the

shorter the half-life of this intermediate, the faster must be

the triggering rate for the experiment. The value of kstart is

equivalent to the slowest event between the initial trig-

gering event and the formation of the productive Michaelis

complex, and thus may be as fast as a photolytic event

(105±107 sÿ1) or as slow as a hindered binding event in the

crystal after photolysis (102 sÿ1; Schlichting & Goody,

1997).

5.1.2. Multi-turnover reactions in crystals and intermediate

accumulation. If the overall turnover rate is suf®ciently low,

it is possible to drive accumulation of a high-occupancy

rate-limited complex throughout the crystal in a steady-

state multi-turnover experiment using diffusion to

continuously saturate the crystal lattice with a high

substrate concentration (Bolduc et al., 1995; Stoddard &

Farber, 1995). The key to these experiments is whether

diffusion is fast enough to keep up with turnover in the

crystal. If so, a monochromatic experiment could in prin-

ciple be performed to determine the structure of the rate-

limited complex. However, under continuous turnover

conditions the short lifetime of the crystalline specimen

often requires the use of fast Laue diffraction to collect

complete data sets over a short period of time.

For such experiments the investigator must be able to

provide data indicating that steady-state turnover occurs

throughout the crystal (rather than only at the surface of

the crystal), and that the resulting experimental electron-

density difference maps represent a predominant identi®-

able species. Full characterization of the crystalline system

undergoing turnover may be accomplished by a variety of

techniques. These include, ®rst, measurement of the rate of

diffusion in the crystal, including an analysis of agreement

with established theory and known diffusion rates in solu-

tion, which should lead to a well characterized reproducible

time period for steady-state formation and saturation of the

active sites through the crystal; second, veri®cation that the

entire population of enzyme catalysts is involved in steady-

state turnover, usually through the measured rate of

product formation from the crystal specimen, as well as by

direct measurement of spectroscopic absorbance signals in

the crystal as an intermediate accumulates; third, the

overall turnover rate per active site (expressed in units of

sÿ1) in the crystal relative to solution, and fourth, the effect

of the crystal lattice on binding constants, substrate on-

rates and individual catalytic steps.

5.1.3. Decay from a steady state. A steady state can be

established by continuous excitation, a multi-turnover

process (x5.1.2) (Stoddard & Farber, 1995; Genick et al.,

1997), but the desired intermediate structure may not reach

a high concentration at the steady state. Instead, the

intermediate may reach a much higher concentration

during the decay from the steady state, which can be trig-

gered by cancellation of the excitation. This decay is

essentially a single-turnover process (x5.1.1). No example

of this combination of single- and multi-turnover experi-

ments has been reported.

5.2. Reaction initiation

In a single crystal of suf®cient size for data collection,

reaction initiation must be accomplished uniformly and

rapidly without damaging the crystal. In principle, one of

the following techniques may be used to initiate the reac-

tion in a crystal. First, the concentration of a substrate may

be increased by diffusion into the crystal. Second, rapid

release of a substrate or co-factor precursor, covalently

modi®ed with a photo-releasable blocking group, may be

achieved by ¯ashphotolysis. The most rapid reaction

initiation (femtoseconds to microseconds) is accomplished

by applying a short laser pulse to systems that are naturally

photosensitive. Third, the free-energy pro®le of the system



Ren, Bourgeois, Helliwell, Moffat, SÆ rajer and Stoddard 903

may be altered by rapidly altering the temperature or

pressure. For most experiments where either the initiation

step or the subsequent reaction is irreversible, the experi-

ment is reduced to a one-time procedure. In contrast,

systems in which the chemical (and physical) changes are

fully reversible, such as photoreaction centres, may be

repeatedly `pumped' by the excitation source to allow

multiple X-ray exposures.

The simplest method of reaction initiation, diffusion of

reactant into the crystal (the ®rst option above), was ®rst

described in classic experiments by Wyckoff & Richards

(1967), who concluded that diffusion is far too slow for the

triggering of anything but exceptionally slow reactions.

Subsequent experiments with diffusion and turnover of

substrates in enzyme crystals indicated that crystals can be

saturated in a minimum of approximately 15 s (speci®c

volume VM = 3.5 AÊ 3 Daÿ1) to well over 100 s (VM =

1.8 AÊ 3 Daÿ1; Stoddard & Farber, 1995). This would indicate

that, for a protein crystal of approximately 200 mm in

average dimension, synchronization of reaction initiation

could be achieved only for systems with kcat less than

10ÿ3 sÿ1 (half-time of over 10 min). Clearly this is prohi-

bitive for single-turnover time-resolved experiments, but

continuous diffusion of high substrate concentrations can

drive steady-state accumulation of intermediates formed by

enzymes turning over at 0.1 sÿ1 or slower (Stoddard &

Farber, 1995). As derived by Makinen & Fink (1977), a

critical thickness lc can be estimated for most enzyme

crystals, such that a steady state can be achieved in the

crystal without interference from rate-limiting diffusion

processes by using crystals whose smallest dimension do

not exceed lc. This dimension depends on the maximal

turnover rate kcat in solution under optimal conditions, the

solvent content and solvent channel dimensions in the

crystal lattice, and the accessibility of the active sites in the

crystal (Makinen & Fink, 1977; Stoddard & Farber, 1995).

The more commonly used method for reaction initiation

is the photoactivation of a stable precursor (the second

option above; Schlichting & Goody, 1997). This method has

included the liberation of a cinnamic acid ester from an

active-site catalytic serine residue (Stoddard et al., 1990a),

the photorelease of caged substrates including GTP

(Schlichting et al., 1989), isocitrate (Brubaker et al., 1996),

NADP+ (Cohen et al., 1997) and phosphate (Duke et al.,

1994). Well characterized compounds also exist for the

photorelease of any caged nucleotide, caged divalent

cations (especially magnesium and calcium), caged protons,

and caged neurotransmitters (Corrie et al., 1992;

Schlichting & Goody, 1997). The most common photo-

reactive caging groups are nitrobenzyl esters, which may be

attached to many different nucleophilic groups, and DM-

nitrophen. However, reaction initiation by these caged

products typically takes much longer than the laser pulse

duration, since it is governed by the release of the caged

products via dark reactions, that occur on time scales of

microseconds and longer (Peng & Goeldner, 1996;

Schlichting & Goody, 1997; Peng et al., 1998) and, in some

cases, by local diffusion of the released products to the

active sites.

There are a number of parameters that dictate whether

¯ash photolysis can be used to uniformly drive a reaction

cycle in a protein crystal (Moffat, 1989; Stoddard, 1996b;

Schlichting & Goody, 1997). First, pulsed lasers used for

photoinitiation need to be tunable in wavelength to enable

selection of a wavelength where the optical density of the

crystal is suitably low (0.1), to avoid production of

concentration and thermal gradients by photolysis. These

gradients frequently introduce crystalline disorder. Tran-

sient disorder is often substantially larger than the initial

crystal disorder (mosaicity) and may be suf®cient to

compromise the experiment.

Second, the pulse energy needs to be of the order of 10±

100 mJ just to match the number of photons to the number

of molecules (1013±1014) in typical-size protein crystals.

However, an even higher energy is needed to account for

the fact that not all photons are absorbed and, even if

absorbed, not all will induce the desired structural reaction

if the quantum yield is less than unity. Pulse energies of 10±

100 mJ in the wavelength range 400±650 nm with very short

laser pulses (100 fs) became available (even commercially)

with the development of chirped pulse ampli®cation

regenerative ampli®ers (Strickland & Mourou, 1985).

These very short high-energy pulses have, however, a high

potential for crystal damage by the non-linear and dielec-

tric breakdown effects present even in transparent media

(Du et al., 1994). A careful investigation is needed to

establish the permitted energy levels. Laser systems

(nanosecond and femtosecond pulses) that have been

implemented at the ID09 beamline at the ESRF and

synchronized with the X-ray pulses are described by

Bourgeois et al. (1996) and Wulff et al. (1997).

Third, thin crystals (plates or rods) allow quicker diffu-

sion of a substrate and lower optical density, thus more

uniform penetration of light relative to thicker crystals, but

at the expense of a reduced diffraction volume. Bigger

crystals obviously diffract more strongly and therefore

improve the quality of the overall data processing by

minimizing systematic errors, but are harder to stimulate

and monitor optically (Ng et al., 1995). The excited popu-

lation in a larger crystal may consist of a smaller fraction of

the total population, which therefore yields a lower occu-

pancy for the excited structure.

Fourth, the quantum yield (successful photoconversion

events per photon absorbed) must be suf®ciently high to

allow stoichiometric reaction initiation, when a total input

power and exposure is used that does not damage the

crystal or excessively heat the sample. As a rule of thumb,

this corresponds to a quantum yield of 0.4 or greater,

although lower values are tolerable if the specimen toler-

ates a correspondingly greater total ¯ux of excitatory

photons.

Fifth, the total heating of the sample can be calculated by

estimating the total absorbed laser/¯ash lamp pulse energy

and converting this value to heat; this value can also be



904 Laue crystallography

measured directly by using microthermocouples in mother

liquor samples. As an example, by measuring the total

absorbance of CO-myoglobin crystals (0.2 at 635 nm) and

knowing the pulse energy (13 mJ), exposure time (7.5 ns),

and cross-sectional area of the laser beam (0.44 mm2) at the

crystal, one can calculate that about 0.5±1 mJ of pulse

energy was actually absorbed by the crystal (SÆ rajer et al.,

1996). This corresponds to a maximum temperature jump

of 10 K, assuming that all the absorbed energy appears as

heat.

Sixth, any anisotropic absorbance by the crystal should

be accounted for in calculating optical density, heating and

reaction yields. Optical anisotropies can be large (Ng et al.,

1995).

5.3. Reaction monitoring

In order to conduct successful time-resolved experiments

via both single- and multi-turnover styles, reaction moni-

toring by a technique other than X-ray diffraction is

essential. Changes in optical spectra of the crystals upon

reaction initiation have been monitored in situ using

portable and compact microspectrophotometers (Getzoff

et al., 1993; Chen et al., 1994; Had®eld & Hajdu, 1993).

These spectroscopic measurements monitor the extent of

reaction initiation and reaction progress at the chromo-

phore, and thus provide clues on the time scales in which

structural changes can be expected. In addition, they are

essential to determine the optimal laser pulse energies

suf®cient to stimulate the maximum number of molecules

in the crystal without causing signi®cant transient or

permanent thermal damage.

6. Summary of results in Laue crystallography

Initial quantitative applications of the Laue technique were

hampered by lack of thorough understanding of Laue

geometry and several computational shortfalls in data

processing. In particular, data sets processed from poly-

chromatic exposures suffered from a loss of most low-

resolution data due to harmonic overlap, and from the need

for accurate wavelength normalization (Hajdu et al., 1991).

Recent studies have demonstrated that the former

problems have been solved through the development of

better data-processing algorithms (Ren & Moffat, 1995a,b;

Clifton et al., 1997; Moffat, 1997; Yang et al., 1998). In

general, Laue diffraction data, when collected properly,

offer completeness across all resolution bins that rivals

monochromatic data. Additionally, Laue data offer the

distinct advantage of naturally having high redundancy

(x2), allowing accurate data scaling and averaging.

6.1. Static Laue diffraction studies

In 1984 the ®rst polychromatic Laue diffraction patterns

from protein crystals were reported, with exposure times

under 1 min from the ®rst-generation bending-magnet

source, CHESS (Moffat et al., 1984). Early reports indi-

cated that intensities could be extracted for most re¯ections

in the Laue patterns (Helliwell, 1984, 1985). Subsequent

experiments produced data sets with merging R-factors

comparable with monochromatic data sets (Helliwell,

Gomez de Anderez et al., 1989; Bartunik et al., 1992;

Campbell & Hao, 1993) and indicated that such data could

be used to calculate interpretable electron density maps

(Hajdu, Machin et al., 1987). Since then a large number of

static (non-time-resolved) experiments using polychro-

matic data collection have been reported (Table 1), which

emphasize a number of important developments:

Useful exposure times have been lowered to the sub-

nanosecond range (Szebenyi et al., 1988, 1992).

Data have been successfully collected and processed

from a variety of crystal specimens, including small and

slightly disordered crystals (Hedman et al., 1985) and

systems with extremely large unit-cell dimensions and

unstable behaviour in the X-ray beam, including virus

crystals (Campbell et al., 1990).

Table 1
Static Laue crystallographic studies.

Protein Exposure Experiment Reference

Ca2+ binding protein 30 s Test photograph Moffat et al. (1984)
Pea lectin 45 s Test photograph and integration Helliwell (1984)
Gramicidin A 50 s Diffraction from small crystal Hedman et al. (1985)
Phosphorylase b 1 s 2.4 AÊ difference maps of substrate Hajdu, Machin et al. (1987)
Xylose isomerase 1 s Difference Fourier maps of Eu sites Farber et al. (1988)
Insulin 3 s Change in Zn binding observed Reynolds et al. (1988)
Hen lysozyme 120 ps Single-bunch Laue diffraction Szebenyi et al. (1988, 1992)

-Chymotrypsin 1 s Peptide observed in active site Almo (1990)
Turkey lysozyme 1 s Molecular replacement Howell et al. (1992)
Carbonic anhydrase 3 to 20 s Complex with bisul®te ion Lindahl et al. (1992)
CO-myoglobin 10 s Ligand binding Cameron et al. (1993)
Concanavalin A 10 s Rapid data collection Cassetta et al. (1993)
Hen lysozyme 1 ms Test new data-processing software Ren & Moffat (1995a,b)
�-Haemolysin 8 ms/12 ms Test new data-processing software Ren & Moffat (1995a,b)
Cutinase 450 ps Test single-bunch Laue diffraction Bourgeois et al. (1997)
Restrictocin 0.5 ms/10 ms 1.7 AÊ resolution re®nement Yang & Moffat (1996), Yang et al. (1998)
Acetylcholinesterase 1 ms Inhibitor binding Ravelli et al. (1998)
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Substrate, inhibitor and metal binding sites have been

identi®ed in difference Fourier maps for protein crystals

(Hajdu, Acharya et al., 1987; Hajdu, Machin et al., 1987;

Farber et al., 1988; Reynolds et al., 1988; Almo, 1990;

Campbell et al., 1990).

More recently, polychromatic neutron Laue diffraction

experiments have been reported on lysozyme and conca-

navalin A (Habash et al., 1997; Niimura et al., 1997). These

studies are facilitated by advances in detector technologies

and improvements in bandwidth for polychromatic neutron

sources. The faster data collection afforded by use of Laue

geometry allows the behaviour of the protein, under

hydrogen±deuterium exchange conditions or during a

change of pH, to be more readily monitored through

collection of multiple data sets.

A pair of protein structures have been determined by

molecular replacement using data collected by the Laue

method. In 1992 the structure of turkey egg-white lysozyme

was solved and re®ned at 2.5 AÊ resolution (Howell et al.,

1992). The following year the structure of the glycosomal

glyceraldehyde-3-phosphate dehydrogenase was deter-

mined at 3.1 AÊ resolution, also by molecular replacement

(Vellieux et al., 1993). This study was notable for its success

despite its low data completeness (37%). Both experiments

were made necessary by the lack of ¯ash-cooling methods

at the time of data collection, and demonstrate the use of

the Laue method for rapid conventional data collection.

High-resolution data collection and re®nements of

outstanding quality have been reported for Laue data

collected on several systems, including lysozyme,

�-haemolysin and restrictocin (Ren & Moffat, 1995a,b;

Yang & Moffat, 1996; Yang et al., 1998). These studies

conclusively demonstrated that data sets can be collected to

high completeness, including low-resolution shells, to yield

structure factor amplitudes of at least the same quality as

monochromatic data sets, and that the resulting models

exhibit all of the behaviours in re®nement expected for any

well determined structure.

Finally, Laue data have been used in small-molecular

structure determination by ab initio direct methods

(Gomez de Anderez et al., 1989; Helliwell, Gomez de

Anderez et al., 1989). In a recent report that may be a

harbinger of things to come for macromolecular crystal-

lography, the structures of three different organic

compounds have been solved by direct methods after ¯ash-

cooling and Laue data collection (Ravelli et al., 1999). This

is the ®rst reported use of these techniques in combination

for structure determination, and indicates that the increase

in mosaicity that accompanies cryocooling, and the

deconvolution of low-resolution terms, do not represent

insurmountable problems for data processing and ab initio

phase calculations.

6.2. Time-resolved Laue diffraction studies

Detailed time-resolved Laue studies have been

published on nine separate systems, as summarized below

and in Table 2. These studies range from initial work with

model systems, intended primarily for the development of

techniques for reaction initiation and data collection and

processing, to more recent studies that indicate a progres-

sion of time-resolved methods to a more mature state. In

particular, these studies highlight the successful collection

of complete data sets with high time resolution and the

successful use of phototriggering for dynamic studies.

6.2.1. Glycogen phosphorylase: initial time-resolved Laue

studies. Glycogen phosphorylase (GP) catalyzes the

reversible conversion of glycogen polymers to glucose-6-

phosphate, and constitutes the entry point to glycolysis. In

an initial pair of Laue and monochromatic experiments, the

binding of maltoheptose to glycogen phosphorylase b was

visualized, using data collected prior to and after substrate

presentation (Hajdu et al., 1986; Hajdu, Acharya et al.,

Table 2
Time-resolved Laue diffraction experiments.

Protein Time resolution Experiment Reference

Hen lysozyme 64 ms Temperature jump test Moffat et al. (1986)
Glycogen phosphorylase 1 s Bound maltoheptose Hajdu, Machin et al. (1987)
Hen lysozyme 1 s Radiation damage test Moffat (1989)
Glycogen phosphorylase 100 ms Use of caged phosphate Duke et al. (1994)
Ras oncogene product 1 s GTP complex Schlichting et al. (1990)

-Chymotrypsin 5 s Photolysis of cinnamate/pyrone Stoddard et al. (1991)
Trypsin 800 ms Ordered hydrolytic water Singer et al. (1993)
Cytochrome C peroxidase 1 s Redox active compound I Fulop et al. (1994)
Hen lysozyme 10 ms Temperature jump Chen (1994)
Isocitrate dehydrogenase 50 ms ES complex and intermediate Bolduc et al. (1995)
Isocitrate dehydrogenase 10 ms Product complex Stoddard et al. (1998)
Photoactive yellow protein 10 ms pB-like intermediate Genick et al. (1997)
Photoactive yellow protein 10 ns pR-like intermediate Perman et al. (1998)
CO-myoglobin 10 ns Photolyzed CO species at 290 K SÆ rajer et al. (1996)
CO-myoglobin ~1 hr² Photolyzed CO species at 20±40 K Teng et al. (1997)
Hydroxymethylbilane synthase 1.5 ms³ Mutant enzyme-cofactor complex Helliwell et al. (1998)

² This is the elapsed data collection time; exposure time of each image is 8 ms. ³ Achieved time resolution is longer than the exposure time due to diffusion of cofactor in ¯ow
cell.
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1987, Hajdu, Machin et al., 1987). Laue data sets consisting

of three exposures each were taken at different angular

settings before, during and after presentation of the ligand.

Disordering of the crystal lattice was observed in the data

set collected during substrate presentation and binding; the

disorder was resolved by the time of the ®nal data-set

collection. Difference maps calculated with X-ray ampli-

tudes collected prior to and after substrate binding showed

clear density for bound maltoheptose at the glycogen

binding site. The quality of the Laue map, calculated at

2.5 AÊ resolution, was clear and easily interpretable. Inter-

estingly, a similar map calculated using experimentally

measured monochromatic intensities found in common

with the Laue data set was less interpretable. This could be

attributed to two factors: reduced radiation damage and

identical conditions for obtaining the native and complex

data sets. In the Laue experiment, direct scaled differences

from a single crystal were used for map calculations, so no

wavelength corrections must be applied.

In a continuation of these experiments, 3,5-dinitro-

phenylphosphate (DNPP) was used as a caged substrate for

single-turnover experiments (Duke et al., 1994). After

diffusion of DNPP into the T-state GP crystals at concen-

tration between 30 and 45 mM, the caged compound bound

at the allosteric activator site but not at the catalytic site.

Upon photolysis, the liberated phosphate diffused to the

catalytic site from the interstitial spaces in the crystal

lattice, a distance of 10±50 AÊ on average. The extremely

low af®nity of the enzyme for phosphate (Km ' 35 mM)

indicates a very slow on-rate and the need for very high

concentrations of liberated phosphate for turnover.

6.2.2. Ras p21: use of photo-caged substrate as a trigger

for a single-turnover experiment. The gene products of the

ras oncogene pathway are involved in signal transduction

pathways similar to those involving G proteins. Hydrolysis

of the bound nucleotide to GDP leads to a reduction in the

signalling activity of the protein. Structural comparison of

the protein bound to GTP and to GDP is therefore of

considerable interest to investigators studying oncogenic

transformation of, and signalling by, the ras pathway.

Schlichting et al. (1989) determined that the Ha-ras

oncogene product p21 can be crystallized with a photo-

labelled GTP derivative, caged GTP, at its active site. After

photolytic removal of the protecting group, hydrolysis of

GTP to GDP by p21 ras occurs in the crystal at the same

rate as in solution, with a half-life for bound GTP of

�20 min (Schlichting et al., 1989). The appropriate

diastereomer of caged GTP binds in the active site with a

dissociation constant of 1010 Mÿ1, in the same conforma-

tion as uncaged nucleotide. Thus, diffusion and binding

events after photolysis do not contribute to the rate of

bound-substrate formation. The structure of GTP-bound

p21 ras was determined using the Laue method after

cleavage of the nitrophenylethyl group, before signi®cant

hydrolysis had occurred (Schlichting et al., 1990). A second

structure was also determined �14 min after photolysis, in

order to assess the quality and informational content of

data collected well into hydrolysis. The ®rst difference map

collected immediately after photolysis con®rmed the

presence of bound GTP, with the nucleotide bound to the

active site in a manner analogous to previous studies with

the non-reactive GPPNP. Three phosphate peaks are

clearly discernible in the map. A glycine-rich loop is

involved in phosphate binding, with a speci®c hydrogen

bond between the amide H-atom of Gly13 and the b±g

bridging O atom of GTP. The magnesium ion is coordinated

to the nucleotide phosphate groups and to the protein by

the functional groups of Ser17 and Thr35. No signi®cant

conformational or structural differences were found when

the structure was compared with bound GPPNP.

6.2.3. 
-Chymotrypsin: covalent caging and release of a

catalytic side chain and visualization of dissociation and

subsequent acylation. In these studies a separate strategy

was examined for its utility in triggering single-turnover

events through the crystal: covalent caging of an active-site

side-chain of the enzyme with a photoreleasable blocking

group. Studies centred on whether Laue diffraction data

could be used to visualize, in real time, the dissociation of

the photoreactive acyl-enzyme complex, followed by

binding of a separate inhibitor compound. These experi-

ments also assessed whether covalent caging of the enzyme

itself could be an effective strategy for reaction initiation,

and whether such experiments could produce difference

Fourier maps that clearly discriminate between related

chemical and structural species.

Crystals of 
-chymotrypsin inhibited with the photo-

lytically dissociable group trans-p-diethylamino-o-hydroxy-

a-methylcinnamate were irradiated with a 1 ms ¯ash from a

high-energy xenon ¯ashlamp in the presence of the

mechanism-based inhibitor 3-benzyl-6-chloro-2-pyrone

(Stoddard et al., 1990a,b, 1991). The ensuing reaction was

monitored by collection of sequential single-exposure Laue

X-ray diffraction patterns. The experiment was also

performed in solution in order to verify the regeneration of

catalytic activity and the subsequent inhibition of the

enzyme by pyrone after photolysis.

The resulting crystallographic structures showed the

presence of covalently bound cinnamate prior to photo-

lysis, the generation of a free enzyme after irradiation of

the crystal, and the slow formation of a pyrone-inhibited

complex several hours after photolysis. The structure of the

free enzyme showed a signi®cant proportion of the active

sites in the crystal to contain a naturally occurring non-

covalently bound tetrapeptide inhibitor even after cinna-

mate acylation and photolysis. This state persisted in the

presence of high pyrone concentrations for several hours,

in excellent agreement with the well characterized slow rate

of binding of 6-chloropyrone. Data collected simulta-

neously with irradiation shows the crystal to be slightly

disordered during photolysis, leading to streaked Laue

spots. The resulting maps are suggestive of a bicyclic

coumarin species produced by photolysis and deacylation;

however, the electron density was dif®cult to model

unambiguously by a unique chemical state. Nevertheless,
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Laue crystallography was shown to be capable of visua-

lizing time-dependent chemical changes in the active site of

an enzyme.

6.2.4. Trypsin: use of a diffusion-triggered pH jump to

determine ordered catalytic solvent structure. Singer et al.

(1993) demonstrated that it is possible to alter the kinetic

pro®le of a multistep reaction by carefully choosing a

speci®c substrate species, and that a pH-jump can provide

an ef®cient diffusion-based method for triggering a slow

catalytic event throughout the crystal. In this case the

serine protease trypsin was acylated at the reactive

nucleophilic Ser195 by p-guanidinobenzoate (GB). This

substrate forms an acyl enzyme intermediate readily but is

exceedingly slow to undergo hydrolysis and regenerate free

enzyme.

A single crystal of GB-bound trypsin was mounted in a

¯ow cell at pH 5.5, and six separate Laue exposures were

taken over a period of 5 s. After raising the pH of the

buffer directly in a single jump to 8.5, a second series of

exposures was obtained. The data sets were processed

and individual structures re®ned to 1.8 AÊ resolution. The

most dramatic feature of the experimental difference

maps and results is the appearance immediately after the

pH jump of a water molecule that is in a position to

attack the scissile bond. The same solvent molecule

appears slightly shifted in a later map calculated from

data collected �90 min after the pH jump. An additional

feature of the re®ned models is a gradual shift of the

His57 imidazole group of the catalytic triad away from

the hydrolytic water molecule during the time-course of

the experiment. The hydrolytic water molecule lies

directly above the plane of the ester carboxylic group in

position for nucleophilic attack, although there is not a

hydrogen bond to His57 and the van der Waals contact

with the carbonyl C atom is not short enough for good

reactivity. The authors hypothesize that the change in

protonation state of His57 upon raising the pH is the

cause of stabilization and ordering of the incoming

hydrolytic water molecule (Singer et al., 1993).

6.2.5. Cytochrome c peroxidase: use of diffusion to

introduce the substrate directly for single-turnover Laue

studies. Cytochrome c peroxidase (CCP) is a soluble

haem-containing protein found in the mitochondrial elec-

tron transport chain where it probably protects against

toxic peroxides. The ®rst step of the catalytic reaction

involves the reaction of a peroxide with CCP to perform a

double oxidation in which the oxidation state of the haem

iron is raised from the ferric to the ferryl state (Fe4+) and

the indole ring of Trp191 is oxidized to form a free radical.

This intermediate state is called compound I and contains

one of the O atoms from the peroxide which is now coor-

dinated to the haem iron. In the next step of the catalytic

cycle an electron is transferred from the ferrocytochrome c

to the radical site of Trp191. In the absence of the electron

donor, the compound I state is stable for 30±60 min. The

aim of this study (Fulop et al., 1994) was to obtain a

structure for the rate-limited doubly oxidized transient

intermediate in the reaction of CCP with hydrogen

peroxide.

Compound I was produced in crystals of yeast CCP by

reacting the crystalline enzyme with hydrogen peroxide in a

¯ow cell. The reaction was monitored by micro-

spectrophotometry and Laue crystallography in separate

experiments. An almost complete conversion to compound

I was achieved within 2 min of addition of hydrogen

peroxide, and the concentration of the intermediate

remained at similar levels for an additional half-hour. The

structure of the intermediate was determined by Laue

diffraction. The re®ned Laue structure for compound I

showed clear structural changes at the peroxide-binding

site but no signi®cant changes at the radical site. The

geometry of the haem environment in this protein allows

structural changes to be extremely small, similar in

magnitude to those observed for the Fe2+/Fe3+ transition in

cytochrome c. Coordination of the oxygen to the haem iron

causes displacement of the iron towards the peroxide-

binding site, and the side-chain of a conserved arginine

moves to within hydrogen-bonding distance of the ferryl O

atom. The results suggest that these molecules have

evolved to transfer electrons with a minimal need for

structural adjustment.

6.2.6. Isocitrate dehydrogenase: use of steady-state and

single-turnover protocols to visualize separate discrete

intermediates. Isocitrate dehydrogenase (IDH) catalyzes

the oxidative decarboxylation of isocitrate to �-ketogluta-

rate and carbon dioxide, via formation of an oxalosuccinate

(OSA) intermediate. IDH exhibits a catalytic mechanism

with several rapid steps prior to the rate-limiting dissocia-

tion of products. The enzyme is fully reactive in the crystal,

and under typical conditions (pH 7.5, 295 K) the enzyme

turnover rate (60±70 sÿ1) corresponds to a half-life for the

bound product complex of approximately 10 ms, which can

be extended to 40±50 ms by moderately lowering either the

temperature to 277 K or the pH to 6.5.

In order to accumulate the initial ES complex and the

subsequent OSA intermediate, two separate site-directed

mutants were used to impose speci®c kinetic barriers

along the reaction coordinate, which resulted in half-lives

for speci®c intermediate species of the order of tens of

seconds. These mutants allowed steady-state accumula-

tion of the rate-limited species in the crystal to be

combined with Laue data collection and molecular

dynamics simulations to describe the structures of two

intermediates: the ES complex prior to hydride transfer,

and the OSA intermediate formed prior to decarbox-

ylation (Bolduc et al., 1995; Stoddard et al., 1996). Laue

data collection was required because of the short lifetime

of crystals in the X-ray beam under continuous turnover

conditions. In the initial ES complex the most striking

structural features revealed by these studies are

substrate-dependent and charge-dependent ordering of

the NADP nicotinamide and ribose rings. Subsequent

substrate perturbation and cryotrapping methods were

employed to further study the structural factors that
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contribute to an ef®cient hydride transfer (Mesecar et al.,

1997).

Multi-turnover trapping strategies could not be used to

visualize the IDH product complex, because no readily

available techniques have been identi®ed that signi®cantly

increase the lifetime of that species. No protein mutations

are known that speci®cally reduce the rate of product

release. Similarly, the conduct of steady-state reactions in

the crystal at lower temperatures requires non-viscous

cryobuffers that alter the kinetic mechanism of the reaction

(glycerol in particular is a non-competitive inhibitor of the

reaction), and further reductions in pH alter the rate-

limiting step of the reaction. A strategy was therefore

chosen that relied on a single-turnover Laue experiment

with wild-type enzyme at 277 K (Stoddard et al., 1998). In

order to conduct this experiment, several experimental

photocaging strategies were used to synchronize the

initiation of single initial turnover cycles in the enzyme

crystal, in conjunction with Laue data collection. Photolytic

liberation of either caged isocitrate or caged NADP and

Laue X-ray data collection was used to visualize the

complex, which has a minimum half-life of �10 ms. The

experiment was conducted with three different photo-

reactive compounds (Brubaker et al., 1996; Cohen et al.,

1997), each possessing a unique mechanism leading to the

formation of the ES complex. Photoreaction ef®ciency and

subsequent substrate af®nities and binding rates in the

crystal are critical parameters for these experiments. The

structure suggests that CO2 dissociation is a rapid event

that may help drive product formation, and that small

conformational changes may contribute to slow product

release.

6.2.7. Photoactive yellow protein: early photocycle inter-

mediates. The PYP protein acts as a receptor for photo-

tactic response in halophilic bacteria. The photocycle of the

protein, described in its most simple form, consists of a

photon-absorption event by a bound p-hydroxycinnamyl

chromophore in the trans conformation of the ground state

P to produce an electronically excited P* state that rapidly

converts to the ®rst intermediate (pR), followed by a

protein rearrangement in the millisecond time range to a

second intermediate (pB) which in turn reverts to the

ground state P in the 1 s time range (see Fig. 11). The

structures of the ground state of the enzyme and of the

longest-lived intermediate (pB) were determined by

multiple isomorphous replacement and by multi-turnover

Laue studies using continuous light-pumping, respectively

(Borgstahl et al., 1995; Genick et al., 1997). The structural

rearrangement upon complete isomerization to the cis-

conformation in pB and protein relaxation might represent

a mechanism for transient signalling, and involves signi®-

cant alteration of the protein electrostatic surface.

More recently, two structures of early intermediates

during the photocycle of PYP have been determined by

different trapping strategies, using either low temperatures

and conventional data collection, which allowed visualiza-

tion of an early P*-like excited state (Genick et al., 1998),

or rapid phototriggering and Laue diffraction at ambient

temperatures, which allowed visualization of the high-

energy pR intermediate (Perman et al., 1998). In both

structures, prompt isomerization from trans to cis had

occurred. These structures demonstrate that separate time-

resolved strategies can yield high-resolution structures of

different closely related species on a photochemical reac-

tion pathway, and that it is possible to achieve nanosecond

time resolution with rapid diffraction techniques.

6.2.8. Myoglobin: ligand dissociation and trajectory. A

series of experiments on the carbon monoxide complex of

myoglobin (MbCO) have visualized the structural

processes involved in ligand photodissociation. The

experiments have been conducted at cryogenic tempera-

ture (Schlichting et al., 1994; Teng et al., 1994, 1997; Hart-

mann et al., 1996) and at room temperature (SÆ rajer et al.,

1996), using both monochromatic (Teng et al., 1994;

Schlichting et al., 1994; Hartmann et al., 1996) and Laue

(Teng et al., 1997; SÆ rajer et al., 1996) techniques. The initial

monochromatic experiments (Teng et al., 1994; Schlichting

et al., 1994) conducted at cryogenic temperatures (20±40 K)

disagreed quantitatively about the location of the photo-

dissociated ligand and the magnitude of the iron displace-

ment from the heme plane. The main difference in the

experiments was the photolysis protocol used. The photo-

dissociated CO was detected farther from its bound loca-

tion when the crystals were illuminated continuously

during the X-ray data collection (as in Schlichting et al.,

1994). In another experiment at 36 K that also employed

continuous illumination (Hartmann et al., 1996), an

extended CO electron density is observed that spans both

CO locations previously observed but the closer location is

attributed to the incomplete ligand photolysis. The use of

the Laue technique (Teng et al., 1997) allowed reduction of

the total elapsed time for the data collection and therefore

the collection of several data sets under continuous illu-

mination. The results show that after dissociation the CO

molecule migrates from an initial location �1 AÊ from the

binding site to a more distant position �2.5 AÊ from the

binding site. Taken together, the reported studies reveal

different points on the trajectory of the outgoing CO

molecule (Teng et al., 1997).

Ligand photodissociation in Mb was also the ®rst reac-

tion to be studied by very rapid Laue diffraction techniques

in which the X-ray exposure time was only 150 ps, the

duration of a single synchrotron X-ray pulse (Bourgeois et

al., 1996; SÆ rajer et al., 1996). A series of data sets collected

at different time points, from 4 ns to 1.9 ms after illumi-

nation by 7.5 ns laser pulses, clearly revealed ligand

photodissociation and rebinding as well as the iron

displacement from the heme plane. A potential CO

docking site in the heme pocket was identi®ed at �2 AÊ

from the CO binding site. This location is close to that

observed in extended-illumination low-temperature Laue

studies (Teng et al., 1997) and in agreement with recent

theoretical predictions of the CO probability distribution in

the ligand pocket (Vitkup et al., 1997).
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6.2.9. Hydroxymethylbilane synthase: enzyme structure

during catalysis. Hydroxymethylbilane synthase (EC 4.3.1.8,

HMBS), also known as porphobilinogen deaminase, is the

third enzyme in the biosynthetic pathway of the tetra-

pyrroles which include haem, chlorophyll, vitamin B12 and

similar pigments. HMBS catalyses the polymerization of

four molecules of porphobilinogen to form hydroxy-

methylbilane. A dipyrromethane co-factor is present in the

HMBS holoenzyme and is covalently attached to the S

atom of a cysteine side-chain (Cys242). The co-factor can

exist in an oxidized catalytically inactive form and a

reduced active form. Four covalent enzyme-substrate

intermediate complexes exist in the catalytic pathway, i.e.

ES1, ES2, ES3, ES4. Previously, the structure of the

reduced active form of the selenomethionine-labelled

holoenzyme has been solved to 2.4 AÊ resolution using the

MAD method, principally at Daresbury station 9.5 and

subsequently also at ESRF BM14 beamline (HaÈdener et al.,

1998). Time-resolved Laue diffraction has been employed

at ESRF to study the enzyme structure (Lys59Gln mutant)

during catalysis (Helliwell et al., 1997, 1998). The experi-

mental Laue difference maps revealed an elongated

difference density peak near the active site, most promi-

nent at 2 h after initiation of substrate diffusion in a ¯ow

cell. This peak commenced at the position of ring 2 of the

oxidized co-factor (the putative binding site for substrate)

and directly above the critical carboxyl side chain of Asp84

which is implicated to be involved in the ®rst ring coupling

step (formation of ES1). The density then extended past

residues that are known from protein engineering to affect

later stages of the catalysis, and into open solvent. There is

a missing loop of residues (49±57) in all current HMBS

structures undertaken at ambient temperature. The Laue

density resides between where that loop is likely to be and

the position of the C2 ring in the reduced active cofactor.

The time-evolution of this irreversible reaction in the

HMBS crystal has thus been established by Laue diffrac-

tion, and can guide further Laue and freeze trapping

experiments.

7. Ongoing and future developments

We identify several key developments of the Laue crys-

tallography in the near future, which involve the

improvements of the technique and its wider applications.

7.1. Crystal with ®nite mosaic spread

The Laue method exhibits an enhanced sensitivity to

crystal mosaicity, and it is necessary to extend Laue analysis

strategies to consider biological crystals with appreciable

mosaic spread. Although several approaches that deal with

elongated Laue diffraction spots from mosaic crystals have

been recently developed (x4.3.2), a full treatment of Laue

diffraction from anisotropically mosaic crystals is still

needed. We demonstrate here the necessity of such a

treatment, and leave results for a future report (Z. Ren,

unpublished results)

7.1.1. Elongated spot. A feature of Laue patterns is that

Laue spots are elongated along the radial direction, caused

by the mosaic spread of crystal. Consider an isotropic

mosaic model, i.e. the macroscopic crystal consists of

microscopic crystals whose orientation forms a Gaussian

distribution around a mean. Every reciprocal lattice point

becomes a spherical cap of radius d* and centred at the

origin of reciprocal space O (Fig. 8). Let � be the mosaic

spread in radians. The diffraction ray then consists of a

bundle of rays with a range of Bragg angles �� = �, and a

range of azimuthal angles

�' � �= cos �; �8�
where � is the average Bragg angle. The angular range of

the ray bundle normal to �� is

�! � 2� sin �: �9�
The ratio of 2�� and �! is an elongation factor

em � 2��=�! � 1= sin �: �10�
Consider a ¯at detector normal to the X-ray beam. The

oblique angle at which each diffraction ray falls on the

detector is also along the radial direction. This further

elongates all spots by a factor of 1/cos 2�. Therefore, a Laue

spot is elongated by factor en in the radial direction:

Figure 8
Ewald construction of Laue geometry to show reciprocal lattice
`cap' from ®nite mosaic spread.
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en � 1= sin � cos 2�: �11�

The shape of an experimental Laue spot on the detector

arises from four effects: crystal morphology, its mosaicity,

X-ray beam convergence or divergence, and oblique angle

between the diffraction ray and detector surface. If crystal

morphology is also taken into account, and beam conver-

gence is ignored for the moment, the elongation factor

becomes

ec � �2�M= cos 2� � x�=�2�M sin � � x cos 2��; �12�

where M is the crystal-to-detector distance and x is the

crystal linear dimension.

Thus, the elongation factor is a function of crystal mosaic

spread only when crystal morphology is considered. It can

be shown that ec � en; i.e. the elongation factor does not

diverge inde®nitely, as might have been thought previously.

The upper limit en is independent of crystal mosaic spread

�. Of course, the size of Laue spots is always proportional to

the mosaic spread �. Fig. 9 shows the elongation factors ec

as a function of � and � at a crystal-to-detector distance of

100 mm and a crystal dimension of 200 mm.

At a low mosaic spread of 0.1� for example, the spot

radial dimension caused by mosaicity is about 370 mm,

which is comparable with a typical crystal dimension. All

spots are slightly distorted images of the crystal

morphology, and no signi®cant elongation is expected. If

the mosaic spread is increased to 0.5�, the spot radial and

azimuthal dimensions caused by mosaicity are then 2.0 and

0.32 mm, respectively, at a Bragg angle of 10�. This elon-

gation factor of 6.2 is then signi®cantly reduced to �3.7 by

convolution with crystal morphology. If the mosaic spread

is further increased to the large value of 2� for example, the

spot dimensions will be 7.9 � 1.3 mm for an in®nitely small

crystal, and 8.1 � 1.5 mm for a 200 mm crystal. The elon-

gation factor of 6.1 is reduced to 5.4.

7.1.2. Energy resolution of a Laue spot and partial Laue

spots. An unfamiliar aspect implied in equations (11), (12)

and Fig. 9 is that the elongation factors of Laue spots

increase dramatically at low Bragg angles, even when the

crystal is only slightly mosaic. This appears to disagree with

the experimental Laue images. Are the elongation factors

given by equations (11) and (12) wrong, or are there other

factors unaccounted for?

It can be shown (Z. Ren, unpublished results) that the

wavelength range �� that stimulates the reciprocal lattice

`cap' with mosaic spread of � is

�� � 2d� cos �; �13�
� �� cot �; �14�
� ��4d2 ÿ �2�1=2; �15�

and

�E � ÿ12398��=�2; �16�

where d is the resolution of the reciprocal cap, and � and �
are its mean Bragg angle and wavelength, respectively. �E

is the corresponding energy range in eV, the energy spread

of a Laue spot. Fig. 10 shows various surfaces that are

derived from equations (13)±(16).

Let the resolution d be 10 AÊ , the average wavelength �
be 1 AÊ , and the mosaic spread � has a moderate value of

0.5�. �� and �E are 0.17 AÊ and 2.2 keV, respectively! Even

at a resolution as high as 1 AÊ , �� and �E are signi®cant,

0.015 AÊ and 190 eV, respectively. The energy spread across

a Laue spot from mosaic crystals is much larger than

previously thought and is particularly evident at low reso-

lution.

Current Laue data-processing software has not yet

accounted for the large energy spread across a Laue spot.

This lack is apparently not fatal, as suggested by the

numerous successful results summarized in x6. However,

the consequences of the large energy spread of a Laue spot

are as follows. First, there are an appreciable number of

`partial' Laue spots, in which some energies in the energy

spread �E lie outside the incident energy range. Second,

the spot pro®le for partial spots may need to be distin-

guished from other complete spots. Third, there is a

potentially important impact on wavelength normalization:

it is an over-simpli®cation to assign a single energy or

wavelength for each spot. Fourth, harmonic re¯ections

have harmonic �� as well [equation (13)], and complete

harmonic deconvolution should account for the effect of

energy resolution. Fifth, and most important, mosaicity of

the crystal, including anisotropic mosaicity, is the founda-

tion of the above data-processing procedures and should be

carefully studied. Laue data quality ought to be further

improved if data-processing software are extended to

include a correct treatment of energy spread across Laue

spots.

Figure 9
Elongation factor ec [equation (16)] as a function of crystal mosaic
spread � and Bragg angle �. Darker grey levels indicate larger
values of ec.
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To answer the question posed at the beginning of this

section, re¯ections at low Bragg angles are more likely to

be partial. Elongation factors of partial spots are smaller

than those given by equations (10)±(12). It can be shown

that no data at resolution lower than dp can be recorded as

full re¯ections, where

dp � ��max ÿ �min�=2�: �17�
For example, if we assume a wide wavelength range of 1 AÊ

and a moderate mosaic spread of 0.5�, dp is then 57 AÊ . The

single-line undulator U20 at the beamline ID09 of ESRF

has a narrow wavelength range of 0.17 AÊ . The resolution dp

corresponding to the same mosaic spread of 0.5� is then

9.7 AÊ .

7.1.3. Laue rotation geometry. The large energy spread of

Laue spots and the presence of partial Laue spots introduce

a further challenge to Laue data processing. Nevertheless,

they indicate a new approach to complete data acquisition

at very low resolution, by Laue rotation geometry.

At very low resolution and therefore very low Bragg

angle, using a ®ne angular spacing �' during data collec-

tion to ®ll in the low-resolution hole (x2) is not realistic. If,

however, the crystal is rotated in a beam of suitably atte-

nuated intensity, a Laue rotation photograph at low Bragg

angle will not show elongated spots, even for mosaic crys-

tals. Laue spots are in any case partial at very low resolu-

tion dp [equation (17)] and very low Bragg angle,

throughout the rotation. Remarkably, intensities recorded

this way require no wavelength normalization, since every

reciprocal lattice point/cap traverses the same full spec-

trum, at a constant angular velocity, the same number of

times. Monochromatic rotation geometry (Weisgerber &

Helliwell, 1993) offers no advantages over Laue rotation

geometry at very low resolution, since a Laue rotation

Figure 10
Wavelength spread �� (a) as a function of crystal mosaic
spread � and Bragg angle � at a constant resolution d [equation
(13)], (b) as a function of crystal mosaic spread � and Bragg
angle � at a constant wavelength � [equation (14)]; (c) in
reciprocal space superimposed with the Ewald construction at
a constant crystal mosaic spread � [equation (15)]. Darker grey
levels indicate larger values of ��.
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image will not show elongated spots due to crystal motion

or to crystal mosaicity. Instead, the Laue rotation geometry

permits a much larger range of time resolution than

monochromatic geometry. Of course, this approach is not

suitable for ultrafast time-resolved experiments, since no

crystal motion is then possible. However, it might be the

right choice for static experiments and slower time-

resolved experiments.

7.2. Non-Bragg diffuse scattering

A full understanding of the relationship between the

crystal structure and its diffraction pattern requires an

explanation of the diffuse scattering as well as the Bragg

features. The diffuse features are derived from those parts

of the structure which do not obey the symmetry of the

crystal, but which may account for a signi®cant fraction of

the molecular mass. This fraction may vary during the time

course of a reaction: for example, a mobile loop may

become more mobile and uncorrelated in conformation

from one unit cell to another or, conversely, become

ordered through the whole lattice and thereby reduce the

fraction of the diffraction pattern that is diffuse. A

reasonable prediction of which parts of the structure are

more mobile is available from protein structure atomic

displacement parameters (ADPs), now available as aniso-

tropic data. In comparison with molecular dynamics

trajectories, the excursion of atoms exceeds the ADP

values. This indicates that either the molecular dynamics

calculations are wrong or that the conformation of mole-

cules in the crystal lattice simply accounts for less than

100% of the accessible conformational space of the protein.

That is, the lattice constrains the structure. The inter-rela-

tionship of ultrahigh-resolution protein structures, with

anisotropic ADPs, with time-sliced evolving structures and

molecular dynamics calculations, correlated with diffuse

scattering observations, offers a rich territory to explore in

structure determination. Synchrotron radiation plays a vital

role in experimental protein crystallography, sometimes as

an adjunct to neutron Laue protein crystallography to

elucidate H/D exchange, or for better location of water

deuterium atoms.

7.3. Deconvolution of reaction intermediates

Results to date, alluded to in x1, are consistent with the

view that in time-resolved macromolecular crystallography

the molecules in the crystal behave independently and

asynchronously. Their populations rise and fall with time

and at any instant the crystal may be composed of a

structurally heterogeneous collection of molecules. This is

exactly analogous to the situation in dilute solution in

which the molecules behave truly independently of one

another. Only the behaviour of populations of molecules

can be ascertained, for example by spectroscopic means.

Time-dependent observations of, for example, a Laue

diffraction pattern or the optical absorbance, at a ®xed

wavelength arise from the time-dependent variation of the

populations of time-independent structures, or of species

with distinct absorption spectra. Each time-independent

structure corresponds to a reaction intermediate and

populates the ¯oor of a valley in the free energy versus

reaction coordinate plot. It follows that a complete

experimental structural description would be provided by

determination of the structures of all reaction inter-

mediates. These are ®nite in number, distinct and time-

independent. How can they be identi®ed?

The experimental problem may be illustrated by

considering the simpli®ed version of the photocycle of PYP

(x6.2.7) in Fig. 11. The ground state P absorbs a photon and

is converted to a short-lived excited state, P*; P* decays

rapidly to a spectrally distinct red-shifted intermediate

denoted pR; pR in turn decays to a blue-shifted inter-

mediate denoted pB; and pB ®nally reverts to the ground

state P. Figs. 12(a)±12(d) illustrate the fractional popula-

tion of each intermediate as a function of time on a loga-

rithmic scale for a single-turnover experiment (x5.1.1), with

Table 3
Rate constants of the simulation in Figs. 12 and 13.

Figure �t kstart (sÿ1) k0 (sÿ1) k1 (sÿ1) k2 (sÿ1) k3 (sÿ1)

12(a) 0 1 1 106 103 1
12(b) 0 1 1 1.1 � 103 103 0.9 � 103

12(c) 0 1 1 0.5 � 103 103 1
12(d) 0 1 1 106 103 2 � 103

13(a) 2 ns 109 1 106 103 1
13(b) 2 ms 106 1 106 103 1
13(c) 2 ms 103 1 106 103 1
13(d) 2 s 10 1 106 103 1
13(e) 1 min 0.1 1 106 103 1

Figure 11
A simpli®ed PYP photocycle with rate constants k0, k1, k2 and k3.
k0 is the rate determined by the photochemical reaction itself,
where we assume that k0 is approaching in®nity. kstart is the
reaction initiation rate determined by experimental factors such
as laser power, quantum yield and optical density of the crystal.
The pulse length of reaction initiation is �t.
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the conditions and rate constants speci®ed in Table 3 and

the ®gure legend. Notice that the crystal contains more

than one structure or reaction intermediate at all times,

with the exception of certain time windows in Fig. 12(a)

[compare with Fig. 4 of Moffat et al. (1992)] when all

molecules in the crystal transiently occupy a certain inter-

mediate. Figs. 13(a)±13(e) illustrate the effect of a

protracted reaction initiation step kstart (x5). The popula-

tions in Fig. 12(a) are altered by varying the rate of

initiation kstart and the pulse length of the initiation �t

(Table 3). A 2 ns initiation with kstart = 109 sÿ1 corresponds

to an initiating light pulse from an Nd:YAG pumped dye

laser [Fig. 13(a); Bourgeois et al., 1996; Perman et al., 1998].

A 2 ms initiation with kstart = 106 sÿ1 corresponds to a ¯ash-

lamp-pumped dye laser [Fig. 13(b)]; the maximum achiev-

able concentration of P* is much lower. A 2 ms initiation

with kstart = 103 sÿ1 corresponds to the time-course of

release of a caged compound [Fig. 13(c)]. A 2 s initiation

with kstart = 10 sÿ1 corresponds to illumination by a CW Ar

laser [Fig. 13(d); Ng et al., 1995; Genick et al., 1997]; only a

trace amount of pR is present even at its peak concentra-

tion, and the time at which the peak concentration of pB is

obtained is considerably delayed [1 s in Fig. 13(d)

compared with 10 ms in Figs. 13(a)±13(c)]. A 1 min initia-

tion with kstart = 0.1 sÿ1 corresponds to diffusion of

substrate in a ¯ow cell [Fig. 13(e)]; no intermediate can

accumulate to a signi®cant peak concentration. That is,

there is a failure in initiation for reaction of these rates. The

more protracted the reaction initiation, the lower the peak

population and the less detectable are the shorter-lived

intermediates (x5).

This PYP example illustrates the case in which the

overall reaction mechanism (or a good approximation to it)

is known: the number of reaction intermediates and the

pathways and rate constants by which they are inter-

converted. In general, this is not the case. It is necessary

then to acquire time-resolved crystallographic data,

uniformly spaced in the logarithm of time (B. Perman and

colleagues, unpublished results). From such data, can the

reaction mechanism be objectively deduced? Can the time-

independent structures of each intermediate be `deconvo-

luted' from the time-dependent data? Some ideas on how

to proceed were proposed by Moffat (1989). Analysis could

proceed in reciprocal space. Exponential or other func-

Figure 12
Simulation of the fractional concentrations for the structural species in the PYP photocycle shown in Fig. 11 with different rate constants
k1, k2 and k3 in Table 3. We assume the initiation laser pulse follows a � function, i.e. �t = 0, laser power is in®nity, and the total laser
energy is suf®cient to excite 70% of the PYP molecules.
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tional ®tting to the time-dependent structure amplitudes

could be followed by consideration of each of the small

number of mechanisms that display the observed number

of exponents. Each mechanism could be evaluated in real

space through recognition that an authentic structural

intermediate must be a single re®nable protein structure.

Alternatively, analysis could proceed in real space. Singular

value decomposition or principal component analysis could

extract the maximum number of independent electron

density subdistributions, each presumably corresponding to

an intermediate, from the time-dependent average electron

density distributions. More likely, analysis will proceed via

a blend of reciprocal and real space approaches. It may

ultimately be possible to crystallographically re®ne all

intermediate structures simultaneously, against the

complete set of time-dependent observations over 100 or so

time points.

7.4. Genomics

The context of monochromatic and Laue time-resolved

development is rapid growth in both static and dynamic

structure-determination capability, reaching up to the

Figure 13
Simulation of the fractional concentrations for the structural
species in the PYP photocycle shown in Fig. 11 with the same rate
constants k1, k2 and k3, but different initiation laser pulses. The
laser pulses follow a square function with pulse length �t and
laser power corresponding to kstart in Table 3.
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level of whole genomes. There are several aspects to this.

The term `genomics' is concerned with the determination

and study of the nucleotide sequences of all the genes in

an organism. From these the amino acid sequences are

inferred via the genetic code; this forms part of what is now

known as `proteomics'. `Functional genomics' is the term

coined for the prediction of the functionally important

proteins in a genome, as many are in fact apparently

redundant or `silent'. Prediction of protein folds from

amino acid sequences seeks to identify new folds, a further

part of proteomics; these proteins as a group obviously may

not overlap fully with the functionally important group.

Detailed exploration of certain proteins to explore their

reactivity or functional dynamics via time-resolved crys-

tallography may be regarded as a part of functional geno-

mics, or may warrant coining a further term such as

`dynomics'. It is in this spirit that time-resolved structural

analyses seek to reveal in detail workings of a biological

macromolecule, and its interactions with other molecules in

the organelle or organism in, for example, a lengthy signal

transduction pathway, or in a metabolic pathway. Thus the

discipline of biochemistry prefers the selected structure

determination approach to proteomics: only seek the

structure of those proteins we know to be physiologically

interesting. Time-resolved Laue crystallography has a close

af®nity with this view as it concentrates on the inner

workings of a few functionally important and possibly

representative proteins, rather than marching onwards to

the next `de novo' protein structure determination.

8. Conclusions

In Laue protein crystallography we are seeking to expand

direct experimental approaches to protein structure and

function elucidation, and believe that the ®eld of Laue

crystallography is coming of age. This is to say the

conception of ideas, the formulation of plans, the imple-

mentation including the correction of errors and the

execution to a variety of both test and actual time-resolved

dynamical applications of both reversible and irreversible

processes, have been realised. This is not to say that further

technical developments are not possible. On the contrary,

considerable further developments will come (x7). These

developments will push back the frontiers, to include more

complicated structural processes, the study of yet faster

processes, and identi®cation of transient intermediates with

low peak occupancy, over all timescales from picoseconds

to kiloseconds. As the results of Laue experiments,

published or soon to be published, become more visible in

the structural biology and chemistry communities, we

con®dently predict that the Laue technique will be applied

to a wider variety of biological systems, by an expanded

circle of investigators. That is, the Laue technique will enter

the third mature stage of technique development noted in

the Introduction.
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