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A description of the rocking curve in diffraction enhanced imaging (DEI) is

presented in terms of the angular signal response function and a simple multi-

information retrieval algorithm based on the cosine function fitting. A

comprehensive analysis of noise properties of DEI is also given considering

the noise transfer characteristic of the X-ray source. The validation has been

performed with synchrotron radiation experimental data and Monte Carlo

simulations based on the Geant4 toolkit combined with the refractive process of

X-rays, which show good agreement with each other. Moreover, results indicate

that the signal-to-noise ratios of the refraction and scattering images are about

one order of magnitude better than that of the absorption image at the edges of

low-Z samples. The noise penalty is drastically reduced with the increasing

photon flux and visibility. Finally, this work demonstrates that the analytical

method can build an interesting connection between DEI and GDPCI (grating-

based differential phase contrast imaging) and is widely suitable for a variety of

measurement noise in the angular signal response imaging prototype. The

analysis significantly contributes to the understanding of noise characteristics

of DEI images and may allow improvements to the signal-to-noise ratio in

biomedical and material science imaging.

1. Introduction

Diffraction enhanced imaging (DEI), also referred to as

analyzer-based imaging (ABI), produces three images, each

one associated with absorption, refraction and ultra-small-

angle X-ray scattering (USAXS). The technique was

pioneered by Förster (Förster et al., 1980) more than three

decades ago, but became a competitive phase contrast imaging

method only in the last decade (Chapman et al., 1997; Bravin,

2003; Thomlinson et al., 2005; Zhu et al., 2005; Zhang et al.,

2010; Diemoz et al., 2010; Sumitani et al., 2013). In DEI the

sample is set between a monochromator crystal and an

analyzer crystal. The monochromator crystal works as an

angular collimator with an acceptance angle of a few micro-

radians, while the analyzer crystal acts as a narrow angular

band-pass filter with the same high angular sensitivity. Each

pixel of a detector behind the analyzer crystal measures the

angular response. When the analyzer crystal rotates with

respect to the monochromator crystal, the so-called rocking

curve (RC) function can be measured. Since the angular

deviation caused by the sample is equivalent to that caused by

a rotation of the analyzer crystal, the recorded image contains

the angular information about each point of the sample.

Thanks to the presence of the analyzer crystal, the contrast of
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images collected with a DEI setup is at least an order of

magnitude better than the contrast of the same object

collected with a conventional absorption imaging method

(Chapman et al., 1997).

Actually the acronym DEI was introduced by Chapman et

al. (1997) with particular regard to a geometrical optics-based

algorithm. The latter combines the two half-slope images

decoupling refraction from extinction (rejection of small- and

ultra-small-angle scattering) and absorption. But the USAXS

is ignored in Chapman’s algorithm. In order to compensate for

the shortcomings of Chapman’s algorithm, several approaches

have been proposed in the last decade. A modified algorithm

collecting two images at two different defined angles along the

RC was proposed by Rigon et al. (2003). However, this algo-

rithm took care of absorption and USAXS effects only, and

could not retrieve refraction information. Another method

known as multiple-image radiography (MIR) was proposed by

Wernick (Wernick et al., 2003; Khelashvili et al., 2006). In this

case the radiative transport theory was used to model the

X-ray field propagation. It showed that MIR truly separated

absorption, refraction and USAXS, and all three MIR images

were virtually immune to degradation caused by scattering at

higher angles. Moreover, Chou et al. (2007) developed an

extended DEI method (E-DEI) for concurrent reconstruction

of three images representing the projected X-ray absorption,

refraction and USAXS properties of the sample. The E-DEI

method successfully circumvented the limitations of the classic

or scattering-based (S-B) DEI imaging models by merging the

two models. It can be considered as an implementation of the

MIR paradigm. In analogy to MIR, Pagot et al. (2003) used a

statistical method for the RC and evaluated parametric images

based on its zeroth-, first- and second-order moments and on

the maximum of the RC. In addition, Nesterets et al. (2006)

proposed an alternative method that utilized Gaussian curves

to fit the reference and object RCs. Although up to now MIR

is considered as the gold standard method, it delivers large

radiation doses due to a multiple exposure procedure. As an

alternative to MIR, although with some limitations, Rigon

et al. (2007a,b) proposed a simpler algorithm to retrieve

absorption, differential phase and scattering signal consid-

ering only three images, and extended it into hard X-ray

grating interferometry (Pelliccia et al., 2013).

Following Chapman’s classical framework, we proposed a

different approach in which the RC can be treated as the

angular signal response function. Based on the angular signal

response prototype, DEI has been developed optimizing one

of the two feasible approaches. The first approach considered

the intrinsic RC as an angular signal response function, and

the detected image can be expressed as the convolution

between the sample angular function and the intrinsic RC. The

second approach was based on a double-wave detection,

which collected absorption, refraction and scattering infor-

mation by comparison of the full RC modulated by the sample

with the intrinsic RC. Chapman’s algorithm belonged to the

first, while the Gaussian curve fitting method (Nesterets et al.,

2006) and the methods proposed by Oltulu (2003) and

Wernick et al. (2003) belonged to the second.

DEI not only introduced refraction and scattering infor-

mation for radiography (Oltulu, 2003) but also triggered the

development of other phase contrast imaging methods (Zhu et

al., 2010; Munro & Olivo, 2013). In particular, as a reference

model, its conclusion can be generalized to many collimator–

analyzer-based imaging methods (Zhu et al., 2014). Although

DEI has been developed for more than a decade, many

research issues still need to be clarified and improved. For

instance, Wernick et al. (Brankov et al., 2004) presented a noise

analysis of Chapman’s classical algorithm; however, it

neglected errors due to the bias of the analyzer crystal.

Marquet et al. (2006) investigated the noise properties of MIR

by deriving the Cramér-Rao lower bound (CRLB) for the

absorption, refraction and scattering images. Assuming a fixed

radiation dose delivered to an object, Majidi et al. (2014) used

the CRLB to quantify the noise properties in estimated images

and to investigate the effect of source intensity, different

analyzer-crystal angular positions and object properties on this

bound. Pagot et al. (2005) presented a comparative study of

DEI and PPI (phase propagation imaging) techniques in a

quantitative way for mammography applications. Other works

have also been published (Weber et al., 2011a,b; Chen et al.,

2011; Diemoz et al., 2012; Li et al., 2013; Rizzi et al., 2013; Tang

et al., 2011, 2012) regarding the noise analysis of grating-based

differential phase contrast imaging (GDPCI). Revol et al.

(2010) developed a quantitative description of the stochastic

error in GDPCI, and Weber et al. (2011a) introduced a least-

squares fitting algorithm in the matrix notation to calculate the

noise behaviour of absorption, differential phase and scat-

tering images [also called dark-field images in GDPCI

(Pfeiffer et al., 2008; Wang et al., 2009a)].

Recently, based on the angular signal response prototype,

we introduced a new method using a cosine function to fit the

intrinsic RC (Zhao et al., 2013). Thanks to the symmetry of the

cosine function, collecting three measurements at three

symmetric points on the cosine function, the method may

extract absorption, refraction and USASX images. This

approach provides a simple and fast method to retrieve

information and establishes a straightforward relationship

between DEI and GDPCI, which further supports and

complements the conclusion given by Pelliccia et al. (2013).

Meanwhile, based on the angular signal response imaging

prototype, a comprehensive analysis of the noise behaviour of

the three images, i.e. absorption, refraction and USAXS, is

lacking for DEI.

2. Background

2.1. Principles of diffraction enhanced imaging

To separate and extract the independent images of an

object, i.e. absorption, refraction and USAXS, we set up the

imaging layout based on the angular collimator–analyzer

layout shown in Fig. 1.

In Fig. 1, we have shown the schematic DEI layout and the

corresponding RC, which describes the reflected intensity of

the analyzer crystal without the sample versus the rocking
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angle �A between the analyzer and the monochromator crys-

tals. The photon number I recorded in the detector plane can

be written as

I�A
¼ I0AtR �Að Þ; ð1Þ

where I0 is the flux of the incident radiation in the sample

plane, Rð�AÞ is the reflectivity, also called the rocking curve, a

function of the analyzer’s rotation angle �A; A is the detector

pixel area and t the exposure time.

When a sample is placed in the X-ray beam, between the

monochromator and the analyzer crystals, it will absorb,

refract and scatter the X-ray radiation going through the

sample. The object function can be expressed as (Khelashvili

et al., 2006; Chou et al., 2007; Jensen et al., 2010)

O #; x; yð Þ ¼ I0At
exp �M x; yð Þ½ �ffiffiffiffiffiffi

2�
p

#s x; yð Þ
exp �

1

2

#� �x x; yð Þ

#s x; yð Þ

� �2
( )

;

ð2Þ

where the absorption of the sample point ðx; yÞ is

Mðx; yÞ ¼
R1
�1

�ðx; y; zÞ dz: ð3Þ

�ðx; y; zÞ is the linear absorption coefficient; �xðx; yÞ is the

refraction angle of the point ðx; yÞ in the sample plane,

perpendicular to the rotation axis of the crystal, whose

expression is

�xðx; yÞ ¼ �

Z1
�1

@�ðx; y; zÞ

@x
dz ð4Þ

where �ðx; y; zÞ is the refractive index decrement; #2
s ðx; yÞ is

the variance of the scattering angle at the sample point ðx; yÞ,

whose expression is

#2
s ðx; yÞ ¼

R1
�1

!ðx; y; zÞ dz ð5Þ

where !ðx; y; zÞ is the linear scattering coefficient (Khelashvili

et al., 2006; Wernick et al., 2003).

According to the theory the detected image is the convo-

lution between the sample function and the angular signal

response function (Wernick et al., 2003), so that

Ið#; x; yÞ ¼ Oð#; x; yÞ � Rð#Þ: ð6Þ

Since the Rð#Þ introduced by Oltulu (2003) and Wernick et al.

(2003) in 2003 is quite a complex function without a simple

analytical expression, equation (6) can hardly be used to

obtain the absorption, refraction and USAXS images of an

object.

Chapman’s algorithm actually utilizes the linear approx-

imation of the slope of the RC,

Rð�AÞ � tri
�A

�D

� �
¼

(
1� �A

�� ��=�D; �A

�� �� � �D

0; otherwise
ð7Þ

where tri(*) is a triangular function and �D is the Darwin

width, i.e. the full width at half-maximum (FWHM) of the RC.

Using equation (6) and neglecting the scattering portion in the

object function, the absorption and refraction information can

be calculated as

Mðx; yÞ ¼ ln
IUðx; yÞ þ IDðx; yÞ

I0 At

� �
; ð8Þ

�xðx; yÞ ¼
�D

2

IDðx; yÞ � IUðx; yÞ

IDðx; yÞ þ IUðx; yÞ
; ð9Þ

where IU and ID are the detected photon number measured at

the up-slope and the down-slope of the RC (defined in Fig. 1),

respectively.

2.2. Cosine fitting radiography

The theoretical shape of the RC resembles a triangle with a

sharp tip. However, less-perfect systems may be more effective

for future imaging clinical applications. Indeed, in systems

containing a less perfect crystal and noise due to vibration etc.,

the RC can be reasonably well approximated by a cosine

function. Therefore, to extract scattering information we

select a cosine function to fit the RC (Zhao et al., 2013), which

is different from the existing models presented by Kitchen

(Kitchen et al., 2007, 2010) and Hall (Hall et al., 1977). Since

the cosine function is one of the simplest elementary functions,

it offers many advantages in data sampling and processing.

Actually, considering only the upper part of the RC, the cosine

function can smoothly replace it. As shown in Fig. 2, the fitted

cosine function properly matches the RC at low angles.
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Figure 1
Experimental layout for diffraction enhanced imaging and its RC.



However, even though there is a mismatch between them

at high angles, the visibilities of the two curves remain

unchanged. Moreover, a precise retrieval of the scattering

information clarifies the degradation of visibility of the RCs

measured with and without sample. As a consequence, equa-

tion (1) can be simplified as an analytic form,

I�A
¼ I0 AtR 1þ V0 cos

�

�D

�A

� �� �
; ð10Þ

where R = ðRmax þ RminÞ=2 is the mean value of the cosine

function over a period and V0 = (Rmax � RminÞ=ðRmax + Rmin)

describes the equivalent visibility of the intrinsic RC.

From equations (2), (6) and (10), the imaging equation of

the DEI can be written as

I�A
ðx; yÞ ¼ I0 AtR exp �Mðx; yÞ½ �

� 1þ Vðx; yÞ cos
�

�D

h
�A � �xðx; yÞ

i� 	� �
; ð11Þ

where Vðx; yÞ is the equivalent visibility of the object RC.

Assuming that the angle distribution of the X-rays scattered

by the sample follows the Gaussian distribution, and the

phase-stepping curve in GDPCI is very similar to the cosine

function, then the difference between Vðx; yÞ and V0 can be

regarded as the response to the scattering width signal

#Sðx; yÞ. As a consequence, the correlation between Vðx; yÞ

and #Sðx; yÞ can be written as (Wang et al., 2009a)

Vðx; yÞ ¼ V0 exp �
�

�D

� �2
#2

s

2

" #
: ð12Þ

Based on the imaging equation (11), while the analyzer crystal

rotates to the three defined orientations (�A =

��D=2; 0; �D=2), one can, respectively, acquire the up-slope

image, the peak image and the down-slope image. They can be

written in terms of the photon number as

IUðx; yÞ ¼ I0 AtR exp
h
�Mðx; yÞ

i
1� Vðx; yÞ sin

�

�D

�x

� �� �
;

ð13Þ

IPðx; yÞ ¼ I0 AtR exp
h
�Mðx; yÞ

i
1þ Vðx; yÞ cos

�

�D

�x

� �� �
;

ð14Þ

IDðx; yÞ ¼ I0 AtR exp
h
�Mðx; yÞ

i
1þ Vðx; yÞ sin

�

�D

�x

� �� �
;

ð15Þ

where IU, IP and ID are the distribution of photon number

recorded in the detector plane corresponding to the defined

orientations of the analyzer.

Combining the above three equations, we can easily rewrite

Tðx; yÞ ¼ 1� exp �Mðx; yÞ½ � ¼ 1�
IDðx; yÞ þ IUðx; yÞ

2I0At R
; ð16Þ

�xðx; yÞ ¼
�D

�
arctan

IDðx; yÞ � IUðx; yÞ

2IPðx; yÞ � IDðx; yÞ � IUðx; yÞ

� �
; ð17Þ

#2
s ðx; yÞ ¼ 2

�D

�

� �2

ln
V0

Vðx; yÞ

� �

¼ 2
�D

�

� �2

ln

 
V0

2IPðx; yÞ

IDðx; yÞ þ IUðx; yÞ
� 1

� �2
(

þ
IDðx; yÞ � IUðx; yÞ

IDðx; yÞ þ IUðx; yÞ

� �2
)�1=2!

ð18Þ

Actually, using the intrinsic symmetry of the RC, we greatly

reduced the calculation complexity, in particular compared

with previous algorithms.

3. Noise behaviour in diffraction
enhanced imaging

The noise model mainly considers the

noise transfer characteristic of the X-ray

source. Due to the statistical fluctua-

tions of the photon number, the

absorption coefficient, the refraction

angle and the scattering standard

deviation will fluctuate around a mean

value. As an example, � = ��� + ��.

Assuming the Poisson statistics in the

photon number and using the error

propagation (Chen et al., 2011), we may

show that the noise variance of the

absorption image, the refraction angle

and the scattering images is determined

by the noise variance �2
Ik

= Ik of the

measurement taken at each angular

position of the analyzer crystal. After

some mathematical computations (the
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Figure 2
Fit of the intrinsic RC by a cosine function. The up- and down-slope positions refer to the two
rocking angles of the analyzer crystal, where the reflectivity is 50% for X-rays that transit the object
undeviated, while the peak position corresponds to the maximum of the RC.



detailed derivation is given in Appendix A) we found that

�2
T ¼

expð�MÞ

2I0 AtR
; ð19Þ

�2
’ ¼

1þ 2 sin2 ’þ 2V sin ’ sinð2’Þ

2I0 AtR expð�MÞV 2
; ð20Þ

�2
#2

s
¼ 2

� 4
D

�4

4V cos3 ’þ 2ð1þ V 2Þ cos2 ’þ 1� V 2

I0 AtR expð�MÞV 2
; ð21Þ

where ’ðx; yÞ = ð�=�DÞ �xðx; yÞ.

Looking at equations (19), (20) and (21), we may claim that

the noise variances of the refraction angle and the scattering

variance are not only related to the detected total photon

number but also to the attenuation of the sample and to the

equivalent visibility of the RC while the noise variance of the

absorption image only relates to the first quantity. Finally, if

the refraction angles are small enough, equations (20) and (21)

can be simplified as

�2
’ ¼

1

2I0 AtR expð�MÞV 2
; ð22Þ

�2
#2

s
¼ 2

� 4
D

�4

V 0

I0 AtR expð�MÞ
; ð23Þ

where V 0 = 1þ 4=V þ 3=V 2. We can also find that the noise

variance of the refraction angle is inversely proportional to the

square of the visibility while the square of the scattering width

is proportional to V 0. Finally, according to equations (19), (20)

and (21), we can calculate the signal-to-noise ratio (SNR) of

absorption, refraction and scattering information, respectively,

SNRT ¼
T

�T

¼
1� expð�MÞ½ � 2ItotalR


 �1=2

expð�MÞ½ �
1=2

; ð24Þ

SNR�x
¼
j ���xj

��
¼
ð�=�DÞj

���xjV 2ItotalR expð�MÞ
� 1=2

1þ 2 sin2 ’þ 2V sin ’ sinð2’Þ
� 1=2

; ð25Þ

SNR#2
s
¼
#2

s

�#2
s

¼
V 2ItotalR expð�MÞ
� 1=2

ln V0=Vð Þ

4V cos3 ’þ 2ð1þ V 2Þ cos2 ’þ 1� V 2½ �
1=2
;

ð26Þ

where Itotal = I0 At is the total photon number of the incident

X-ray beam.

4. Experiments and simulations

4.1. Experiments

We carried out DEI experiments at the 4W1A beamline

station of the Beijing Synchrotron Radiation Facility (BSRF).

The samples were a horse-fly and a cylindrical polymethyl

methacrylate (PMMA) partially covered by different layers of

filter papers. The horse-fly is a biological system containing a

wealth of detailed information, while the cylindrical PMMA is

a main refractive material and the filter papers are scattering

materials.

A schematic of the experimental set-up is shown in Fig. 1.

Two Si (111) crystals were used to monochromatize the

incoming beam and to analyze the beam exiting from the

object, respectively. X-rays with energy of 15 keV were

selected with the monochromator crystal. The detector was a

very high resolution X-ray digital camera system (with 7.4 mm

� 7.4 mm pixel size) and the angular precision of the crystal

rotational stage was 0.1 arcsec. An ion chamber, positioned

between analyzer and detector, was used to measure the

intensity of the diffracted X-rays exiting from the analyzer

crystal. Initially, the RC was measured without the sample.

Then, we set the analyzer crystal at three defined orientations

and collected the projection images. We used only three

images to retrieve the absorption, refraction and scattering

images based on the cosine fitting radiography and compared

them with the results of multiple-image radiography (Wernick

et al., 2003), as illustrated in Fig. 3. From the figures, one can

readily recognize that cosine fitting radiography (CFR) results
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Figure 3
(a–c) Absorption, refraction and scattering images extracted from
experimental data with multiple-image radiography (MIR); (d–f ) those
obtained with cosine fitting radiography (CFR). The red scale bars
correspond to 1 mm.



are analogous to MIR, as supported by the detailed compar-

isons shown in Fig. 4 that demonstrates the reliability of this

method.

Finally, we used a cylindrical PMMA and filter papers to

evaluate the theoretical noise behaviour in DEI described in

equations (19), (20) and (21). The papers have a scattering

effect reducing the visibility, and their absorption and refrac-

tion effects are subordinate. Actually, the papers number

increases from one to six and the visibility reduces corre-

spondingly. In Figs. 5–8 experimental results are also

compared with Monte Carlo simulations.

4.2. Simulations

Monte Carlo simulations have been carried out to test the

predictions on the noise properties of DEI. These simulations

were based on the Geant4 software (Agostinelli et al., 2003;

Allison et al., 2006) which is a toolkit for the simulation of

the passage of particles through matter. This Geant4 toolkit

provides a comprehensive set of physics processes to model

the behaviour of particles; however, it is not considered

appropriate for coherence effects. We introduced the refrac-

tion effect in the particle transport process described by

Snell’s law, adding the capability of phase contrast imaging to

Geant4 (Wang et al., 2009b). We assumed a plane-wave illu-

mination at 15 keV, a specimen made of a PMMA cylinder of

1.5 mm radius and several papers of cellulose. The complex

refraction index of the PMMA cylinder is n = 1 � 1.18 � 10�6

+ i7.59� 10�10 and its density is 1.19 g m�3. In the simulation,

we increased the exposure time from 40 ms to more than

100 ms with an increment of about 5 ms. The standard

deviations of the refraction angle and the scattering infor-

mation can be fitted into the curves as a function of the

exposure time and the visibility, respectively. Comparison

of extracted sample information between simulations and

experimental data is shown in Fig. 5 and noise properties

in Fig. 6.

Moreover, the SNR is a crucial parameter, which can

characterize the sensitivity of an imaging system and lead

to the design of a practical experimental setup. We used a

cylindrical PMMA to compare the SNR of the absorption,

refraction and scattering images described in equations (24),

(25) and (26). The results of both experiments and simulations

are shown in Fig. 7. It can be seen that the SNR of the

absorption image is marked in the middle part of the cylinder,

while the SNR of the refraction and scattering images is higher

at the edges of the cylinder. The difference may originate from

the fact that the edges of the sample play more of a role for

refraction and scattering of X-rays than absorption, even

though the absorption and scattering of X-rays are both linear

with object thickness. Results indicate that refraction and

scattering images offer advantages to recognize the edges of

an object relative to the conventional absorption-contrast

method, especially in biomedical imaging.

The Rose criterion (Bushberg & Boone, 2011) states that a

SNR of at least 5 is needed to distinguish image details at
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Figure 4
The profiles, corresponding to the white lines in Fig. 3, show the comparisons of (a) absorption, (b) refraction and (c) scattering images between CFR and
MIR.



100% certainty. Based on simulations, we represented the

mean intensity in the detector plane with the mean photon

number of each pixel, and calculated the SNR at the edge of

the sample. The curves are shown in Fig. 8.

The results of the simulation show that the SNR increases

with the average intensity in the detector plane. Even though

the mean intensity in the detector plane is only	100, the SNR

at the edges of the sample is enough

for refraction or scattering images

compared with an absorption image.

5. Discussion

The refraction and the ultra-small-angle

X-ray scattering are both defined as the

coherent scattering contributions of

X-rays. The former was caused by the

density inhomogeneity between adja-

cent surface elements while the latter

within the same surface element. Simi-

larly, they both occur within the reso-

lution elements; however, the refraction

of X-rays is regular while the scattering

is irregular. Actually, they can be

mutually transformed under certain

conditions (Zhu et al., 2006). As an

example, when the imaging resolution

decreases, some refraction X-rays can

be treated as USAXS and vice versa.

The sources of the detected X-rays

can be classified into four cases. Firstly, X-rays impinge on the

detector without refraction. Secondly, they are refracted only

once. Thirdly, they are refracted more than once toward the

same side with respect to the incident direction of the X-rays.

Fourthly, they are refracted more than once irregularly toward

both sides with respect to the incident direction of the X-rays.

In the first three cases, the samples are usually thin enough
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Figure 5
(a–c) Absorption, refraction and scattering images extracted from experimental data; (d–f ) those of
Monte Carlo simulations. In the refraction and scattering images, the noise standard deviations in
the white boxes at different exposure times are calculated and compared [Figs. 6(a) and 6(c)], and
the noise standard deviations along the white dotted lines with decreasing visibilities are also
calculated and compared [Figs. 6(b) and 6(d)]. The red scale bars represent 1 mm.

Figure 6
The standard deviations ��x

and �#2
s

plotted versus the exposure time and the equivalent visibility of the RC. (a–b) Results of the refraction-angle images;
(c–d) results of scattering images.



and the SNR of the refraction angle signal is higher than the

absorption signal. However, this conclusion does not apply to

the fourth case. Actually the fourth case often occurs when

using a complex thick sample, and it will lead to the SNR of

the refraction angle signal usually being smaller than that

of the absorption signal. Specifically, the SNR result cannot

distinguish the first case and the fourth case when the average

refraction angle is zero since the positive refraction angle and

the negative refractive angle cancel each other out. However,

these problems will be solved using a computed tomography

(CT) system, in which the SNR of the reconstructed refractive

index decrement will always be much higher than that of the

reconstructed absorption coefficient. Meanwhile, since the

real part and imaginary part of the refractive index are both

three-dimensional functions, the SNR result of two-dimen-

sional projection imaging is limited to be extended to three-

dimensional imaging. Therefore, three-dimensional phase

contrast imaging is needed to show the huge advantages of the

phase contrast signal on the contrast and SNR.

The noise model we discussed takes into account photon

number fluctuations of the source. Actually, though negligibe

in most cases, some other factors such as dark noise, analyzer

crystal jitter, imperfect crystals and

thermal instabilities also contribute to

the degradation of the image quality

for particular designs or experimental

conditions. Practical solutions such as

gain correction, optimized mechanical

design and temperature control can be

implemented to minimize these contri-

butions.

A set of experimental data has been

collected to verify expressions of the

noise variances of the extracted infor-

mation. The noise properties of DEI

calculated by CFR closely resemble

those by maximum likelihood estimate

(MLE) (Brankov et al., 2004). It is

noteworthy that they are also similar to

the results of grating-based differential

phase contrast imaging by using both

the phase stepping (PS) method (Weber
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Figure 7
Comparison of the SNR profiles of absorption, refraction and scattering images. (a) and (b) are the results of experiments and simulations, respectively.

Figure 8
SNR of different images at the edge of the sample versus the mean intensity in the detector plane.



et al., 2011a) and the reverse projection (RP) method (Zhu et

al., 2010; Wu et al., 2015). CFR makes use of the similar

imaging equations already derived for GDPCI, and results

obtained with CFR are quantitatively comparable with MIR,

thus providing a good experimental and simulated verification

of the formal and practical analogies between analyzer-based

imaging and grating interferometry. Actually, these results

indicate that GDPCI itself is an analyzer-based imaging

method. The similarity of the two phase contrast imaging

methods is not surprising as they are both sensitive to the same

physical quantities: the refraction angle and the refractive

scattering angle. This would potentially offer a way to quan-

titatively compare DEI and GDPCI in a way that has not been

done so far. Inspired by CFR used in DEI, and given that the

phase-stepping curve in GDPCI is more suitable to be fitted by

a cosine function, we will apply CFR in GDPCI to further

demonstrate the applicability of the angular signal response

imaging prototype in future research. Moreover, CFR can be

further extended to samples with negligible scattering, where

only two images are needed to separate the absorption and

refraction signal, while the PS method needs at least three

images to fit the object PS curve, thus reducing the radiation

dose.

As a future improvement of the presented algorithm, it is

also capable of obtaining simultaneously the three measured

images if three analyzer crystals corresponding to the up-

slope, the peak and the down-slope positions are used and

monochromatic radiation scans the sample. The potential of

the method offers really new opportunities, in particular in

medical and biological research where the reduction of the

dose and an improvement of the imaging efficiency are

probably the main issues of real applications. However, the

scattering model adopted in this manuscript does not consider

the X-ray extinction, a phenomenon that may cause an

apparent correlation between absorption and scattering. The

contribution will be discussed in a forthcoming paper.

6. Conclusion

Based on the angular signal response function prototype, we

analysed and calculated the noise properties of DEI. Cosine

fitting radiography has been validated by Monte Carlo simu-

lations and experimental data that show good agreement with

each other. Results point out that the SNR of refraction and

scattering images in DEI are about one order of magnitude

better than in an absorption image at the edges of low-Z

samples. By increasing photon flux and visibility the noise

penalty is drastically reduced. Moreover, the analysis indicates

that the advantages of phase contrast imaging will be reflected

in projection imaging with thin-enough samples and three-

dimensional CT imaging with complex thick samples. Gener-

ally, the experimental and simulated demonstration of the

applicability of the novel algorithm to the DEI setup provides

a very interesting correlation between DEI and GDPCI and is

widely suitable for a variety of measurement noises in the

angular signal response imaging prototype. It will be a

promising approach as less-perfect systems tend to be more

practical systems that can be used in the clinic in the future.

APPENDIX A
In DEI, the noise variances derived from the photon fluc-

tuations are
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From (27), (28) and (29), one may write

IP � ID ¼ I0AtR exp �Mðx; yÞ½ �Vðx; yÞðcos ’� sin ’Þ; ð30Þ

ID � IU ¼ 2I0AtR exp �Mðx; yÞ½ �Vðx; yÞ sin ’; ð31Þ

IP � IU ¼ I0AtR exp �Mðx; yÞ½ �Vðx; yÞðcos’þ sin ’Þ: ð32Þ

Taking (30), (31) and (32), after mathematical manipulations

(27), (28) and (29) can be simplified as
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