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17. X-8 PRECISION AND ACCURACY IN REFINEMENT BY THE 
RIETVELD METHOD. By E. Prince, National Bureau of 
Standards, Washington, DC 20234, U. S. A. 
The method of least squares is based on the assumption 
that an observation may be represented by y. - M. (x) + 

8., where M. represents a model that is a fGnctio~ of a 
v~ctor, X1 of parameters that are constants of nature 
whose values are unknown, and 8. is an error drawn at 
random from a population with"zero1mean. If the linear 
function M~ (x) - M. (x') + I.~ .. (x. - x'.), where Ai' -
aM./ax., is"a good abproximatib~ t~ M. (1) for som€Jx ' 
su}fidiently close to the true x, anal if the variance
covariance matrix of the observations is V , then the 
Gauss-Markov theorem states that (I - ~'0 - H[y -

M(x')], where H - (ATWA)-l ATW and W - v- 1 , is an un
biased estimate of x for which the variances of all 
elements of x are minimized. The variance-covariance 

matrix for x is BY HT _ (ATWA)-l. 
The zero means of the pODulations from which the e. are 
drawn imply that the m~del is correct, and, if \t is 

correct, the quantity [y - M(I) J TW[Y - M(I) J/(n - p), 
where n is the total number of data pOints and p is the 
number-of parameters, will be close to one. -Higher 
values are indic~tions of lack of fit due to systematic 
error or an inadequate model. 
In the orocedure for structure refinement from powder 
data tha't was introduced by Rietveld, [J. Appl. Cryst. 
2, 65-71 (1969)J the model is M.(x) - b. + LlkG." where 
b is background, Ik is the infegrateJ intens11y of a 
Bragg reflection, and G is a peak shape function, nor
malized so that its sum over a Bragg peak is equal to 
one. The sum is taken over all peaks that can contribute 
to point i. In this case W is a diagonal matrix, with 
W' i - 1/Y~, because the value of any e i is unaffected by 
tfie value of any other. Many workers have observed [e. 
g. Baharie & Pawley, J. Appl. Cryst. 16, 404-406 (1983)] 
that some parameters, especially thermal parameters, are 
not plausibly accurate within the precision indicated by 
the estimated standard deviation computed by the stan
dard procedure. For this reason there have been a number 
of attempts to define a number greater than one by which 
the estimated standard deviation can be multiplied to 
give a reasonable indication of accuracy. [Pawley, J. 
App 1. erys t. 13, 630-633 (1980); Scott, J. Appl. Cryst. 
16, 159-163 (1983); Cooper, Z. Kristallogr. 164, 157-158 
(1983)]. The problem with this approach is that the data 
contain no information concerning the correlations be
tween the estimated parameters and the systematic errors 
that have not been allowed for in the model, so that 
potential biases cannot be evaluated. 
Confusion has arisen in recent yeacs because the vector 
of residuals, y - M(I), is numerically identical to the 
vector of observations, y - M(x'), when the model has 
been refined to convergence. DeSignating by P the matrix 

A(A
T

WA)-l ATW, the residuals have a variance-covariance 
T 

matrix V - (I - P)V (I - P)-, which is not diagonal, so 
that thererrors in t~e residuals are correlated, with 
particularly strong correlations within a single Bragg 
peak. The confusion between observations and residuals 
has led some workers to suggest use of a non-diagonal 
weight matrix and others to use a two stage procedure in 
which integrated intensities are estimated from the pat
tern and then parameters are estimated from integrated 
intensities. [Albinati & Hillis, J. App1. Cryst. 15, 
361-374 (1982); Cooper, Acta. Cryst. A38, 264-269 
(1982)J Actually, Wii - 1/Yi is exactly the weight 
matrix prescribed by tfie Gauss-Rarkov theorem, and the 
two stage procedure can be shown to be mathematically 
identical to the Rietveld procedure provided the weight 
matrix for the second stage properly accounts for the 
correlated errors in the integrated intensities of over
lapping peaks. 

17. X-9 ENTROPY NAXHlIZATIOtI: AN ALTERNATIVE TO 
SQUARES MINImZATION. By D.r1. Collins, Department of 
Chemistry, Texas MM University, College Station, Texas 
778£,3, USA. 

The method of least squares has been a powerful means of 
fitting a model to a set of observations. Its success 
notwithstanding, least squares suffers a number of de
ficiencies which invite alternative methods. 

Shannon's entropy measures the ignorance of an ob
server concerning the outcomes of a system vlith possible 
states of knovm probabil ity. Jaynes has extended the 
entropy formulation to include prior distributions. 
Hith a fixed set of experimental observations as a (nor
malized) prior distribution m, and calculated values 
taken to be a (normalized) distribution p, 

H = -[Pj£n[Pi/miJ 

is a neq~tive measure of the information in the differ
ence behleen the two sets. 
_ If for an unspecified positive-definite observation 
Ii the corresponding calculated value is Ii' the entropy 

Ii I;lEIi 
S - -L~£n ~ 

1 Ii d i 
is to be maximi zed with respect to the parametel-s of the 
model. This will be illustrated by a[lplication to cry
stallographic problems of two major types, includinq the 
case in which it is necessarv to express I in a Taylor 
series expansion. 

Thi s I"JOrk has been supported in part by the Robert A. 
fie 1 ch Foundation through grant A-742. 

17. X-10 PRECISE AND ACCURATE ESTII1ATION OF 
CRYSTALLOGRAPHIC PARAi'!lETERS BY jVJAXIHUM LIKELI
HOOD AND HINlvlAX ~lETHODS BY G.B.Mitra, (Mrs) 
Rabea Ahmed and Prabal Das Gupta, Indian 
Association for the Cultivation of Science, 
Calcutta - 700 032, INDIA. 

A combination of Haximum likelihood 
and l"linJvlax methods has been used in determining 
extremely precise and accurate values of the 
following crystallographic parameters :-
(1) Lattice constants of HgClBr and a fo -lactam 
derivative (2) Debye Temperature factors of 
HgClBr and the;S -lactam deri vati ve (3) Determi
nation of particle size and strain in pure lead 
quenched from melt vuth intermediate rapidity 
from variance and fourth moment of line pro
files against range plots. The method cons~sts 
of testing the hypothesis of zero systematlc 
error in experimental points chosen and then of 
drawin~ a suitable minmax line through them for 
obtainlng constant bounded errors in the final 
measurements made. The extent of uncorrected 
systematic error at experimentally observed 
Doints and the overall error of measurement were 
determined for each case, The source for un
corrected systematic error in all the cases 
seemed to be the unknown contributions to the 
diffused scattering of the background. The 
results have been reviewed also in the light 
of (1) the method of maximum correlation 
(2) the method of moments and (3) the methods 
of minimum chisquared (:x:2J tests: It is con
cluded that a suitable combination of maximum 
likelihood method and the minmax method is the 
best Dossible method. An extension of this tech
nique·to crystal structure refinement has been 
suggested. 


