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An interesting article by Shmueli & Flack (2010) (referred to as S&F

in the following) was published recently [Acta Cryst. A66, 669–675].

Part of this article is devoted to probability density functions (p.d.f.s)

and simulations of Friedel intensity differences, upon which I would

like to share some remarks:

(1) Simulations presented in S&F are based on the assumption that

h � Rjk (Rjk ¼ rj � rk, where rj denote atom positions, j; k ¼ 1; . . . ;N

and N is the number of atoms in the unit cell) are random, statistically

independent variables whose fractional parts are uniformly

distributed in the [0, 1] range. This assumption made by the authors

(hereafter referred to assumption A) is inconsistent with the

commonly held assumption that atoms are independently and

uniformly distributed in the unit cell. This second assumption

(hereafter referred to as assumption B) differs from assumption A in

that fractional parts of h � rj (not h � Rjk) are random, independent

variables uniformly distributed in the [0, 1] range.

Under assumption B one can define Rjk vectors as the rj � rk

differences (Rjk � rj � rk). These symbols (Rjk and rj � rk) are

different ways of denoting the same thing.

Under assumption A, however, Rjk vectors can be generated

independently. This means that what was the identity Rjk � rj � rk

now becomes the system of equations Rjk ¼ rj � rk (with rj as

unknowns), which can be fulfilled or not. It is worth noting that there

are a lot more ‘degrees of freedom’ on the left-hand side of this

system [NðN � 1Þ=2] than on the right-hand side (N), which suggests

that the solution to this system need not exist.

Let us consider a simple example showing the difference between

these two approaches. The structure factor Fh ¼
PN

j¼1 fj expð2�h � rjÞ

under assumption B is a function of rj vectors, Fhðr1; . . . ; rNÞ. The

square of its modulus (and the modulus itself) is always a non-

negative real number, jFhj
2
� 0. jFhj

2 can be expressed in the form

jFhj
2
¼
PN

j¼1

f 2
j þ 2

PN

j>k

fj fk cosð2�h � ðrj � rkÞÞ:

If we replace rj � rk by Rjk (which are independent under assumption

A) in this expression, we get a completely new function [let us call it

MðR12;R13; . . . ;RN�1;NÞ]:

M ¼
PN

j¼1

f 2
j þ 2

PN

j>k

fj fk cosð2�h � RjkÞ;

which can take negative values, if for example all cosð2�h � RjkÞ ¼ �1.

Therefore, this function can no longer be interpreted as the square of

the modulus of the familiar structure factor Fh.

(2) Simulations based on assumptions A and B lead to completely

different results, which can be illustrated by using simulation results

for the hypothetical structure U2C19. These simulations are based on

the following formula for the anomalous differences [equation (14) in

S&F]:

DEðhÞ ¼ 4
P

Ljk

djk sinð2�h � RjkÞ: ð1Þ

Assumption A produces the histogram presented in Fig. 2 in S&F,

while assumption B leads to the histogram presented in Fig. 1 of this

letter.

Which of these two assumptions is more appropriate for describing

the structure with atoms randomly distributed in the unit cell?

Assumption B demonstrates that h � rj are uniformly distributed.

From a statistical point of view there is no difference whether h or rj is

varying in the h � rj expression while the other parameter is fixed.

Consequently, a very similar histogram to that presented in Fig. 1 of

this letter should be obtained by the following procedure: using a

random-number generator we generate independently atom posi-

tions for two U atoms and 19 C atoms, then we calculate structure

factors, normalize them, calculate all anomalous differences and

finally build the respective histogram out of these differences.

Let us try to apply this procedure in the case of assumption A.

First, using the random-number generator we generate indepen-

dently a set of Rjk interatomic vectors, then in order to calculate

structure factors we need to determine the atom positions, rj, for all

atoms, or at least the fractional parts of the h � rj scalar products.

Unfortunately, in most cases this is not possible, because of the reason

given below.

(3) Let us consider NðN � 1Þ=2 independent random variables

h � Rjk, each of which is uniformly distributed over the [0, 1] range.

Figure 1
Histogram calculated by the random-structure model (5� 104 simulations) and
p.d.f. (under assumption B) of DE for the compound U2C19. R = 0.03. The abscissa is
on an arbitrary scale.
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Using a random-number generator one can generate a set of

NðN � 1Þ=2 values (let us call them Tjk) of these variables.

To determine h � rj corresponding to the generated set of values Tjk,

we need to solve the system of linear equations

Tjk ¼ h � rj � h � rk:

This system is, however, overdetermined (for N> 3) because it

contains NðN � 1Þ=2 equations and only N unknowns h � rk. Usually,

there is no solution to such a system and consequently the values Tjk

are purely abstract numbers, which do not correspond to any

configuration of atoms in the unit cell (see Fig. 2 for more geometrical

explanation). In such a case DE calculated on the basis of the formula

DEðhÞ ¼ 4
P

Ljk

djk sinð2�TjkÞ

loses its physical meaning. Hence the histograms are built of these

‘unphysical states’.

In summary, the results concerning the simulations of Friedel

intensity differences and the respective p.d.f.s presented in the S&F

paper are interesting from a mathematical point of view, but do not

appear to relate to any crystal structure.

(4) One exception exists when independence of the h � Rjk vari-

ables is consistent with assumption B: all but one of the atoms in the

structure have the same atomic factor phase �Q {fQ ¼ foQ expði�QÞ,

where foQ ¼ ½ðfQ þ f 0QÞ
2
þ ðf 00QÞ

2
�
1=2} (Olczak et al., 2003). In such

a case we can choose the origin of the coordinate system at

this particular atom, which allows for the transformation of all

sinð2�h � RjkÞ components in equation (1) into the sinð2�h � rkÞ form.

It can be shown using the central limit theorem that in this case the

p.d.f. for DE is a Gaussian function if the number of atoms with phase

�Q is large enough (in practice greater than six or seven) (Olczak et

al., 2003; Olczak, 2004).

(5) Under assumption B, the p.d.f. of the Friedel differences for the

U2C19 structure (in which two atoms are distinguished) takes a quite

different form from the Gaussian shape. In this case DE can be

represented in the form

DE ¼ �8dUC cosð2�h � rU1
Þ
PN�2

j¼1

sinð2�h � rCj
Þ

if one puts the origin of the coordinate system exactly in the

middle between the two U atoms (rU1
¼ �rU2

). DE is a product

of two independent random variables: cosð2�h � rU1
Þ andPN�2

j¼1 sinð2�h � rCj
Þ. Now we can follow the reasoning of Parthasar-

athy & Srinivasan (1964) to get a p.d.f. in the form

21=2=ð�3=2aÞK0ðD
2
E=a2
Þ exp ð�D2

E=a2
Þ;

where a is a constant and K0 is a modified Bessel function of the

second kind. This function fits perfectly the simulations of DE based

on assumption B (Fig. 1) and is a generalization of results obtained by

Parthasarathy and Srinivasan, who considered structures containing

P resonant atoms (in this case P ¼ 2) of the same chemical element

along with Q non-resonant atoms where Q has to be large. The

generalization is that Q atoms can also be resonant ones.

Some other cases considered by Parthasarathy and Srinivasan can

be generalized as well, but it is much more difficult (if at all possible)

to construct a universal p.d.f. embracing all possibilities (any chemical

composition of the structure) at once, especially when partially

occupied sites are considered (Olczak, 2008) (Fig. 3).

(6) There is also a good side to this diversity of p.d.f. shapes, which

opens some new opportunities. In principle, it should be possible to

determine from diffraction data whether the structure contains one

or more strong anomalous scatterers. It is necessary, however, to

remember that experimental differences, along with anomalous

differences, also contain measurement uncertainties (see x3.6 in

Olczak et al., 2010), which should be deconvoluted before the

experimental differences are compared to the theoretical ones.
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Figure 2
(a) Three atoms represented by small circles and their interatomic vectors, Rjk .
Movement of atom 3 to position 30 causes a change of two vectors: R13 and R23,
which means that interatomic vectors R13 and R23 are not independent. They
always have to fulfil the relation R12 þ R23 þ R31 ¼ 0. (b) Possible collection
of three randomly generated vectors. These vectors fulfil the condition
R12 þ R23 þ R31 ¼ 0 and, consequently, there exists an arrangement of three
atoms (the structure) for which these vectors can be interpreted as interatomic
vectors [see part (a)]. (c) Another possible collection of three vectors generated
randomly. These vectors do not fulfil the relation R12 þ R23 þ R31 ¼ 0 and
consequently there is no configuration of three atoms for which these vectors could
be interpreted as interatomic vectors. This means that they cannot be expressed as
R12 ¼ r1 � r2, R23 ¼ r2 � r3, R31 ¼ r3 � r1, where rj represent atom positions.
These vectors should not contribute to DE and AE histograms, because they are not
associated with any arrangement of atoms in the unit cell.

Figure 3
Histograms of DE for the compound C15H23NO2 (Cu K� radiation) by the random-
structure model (105 simulations under assumption B) containing in addition one
Cl atom (thick dotted line), two Cl atoms (solid line), or one Cl atom with an
occupancy factor 0.5 and one with an occupancy factor 1 (thin dotted line). The
abscissa is on an arbitrary scale and is not common to all plots. All plots are
normalized to 105.
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ushmueli@post.tau.ac.il

The recently published article by Shmueli & Flack (2010) deals with

average and difference reduced intensities of jFðhÞj2 and jFð�hÞj2,

known as Friedel opposites. First, well established trigonometric

series of these quantities are re-derived and normalized and their

probability density functions (hereafter: p.d.f.s), admitting any

chemical composition and not relying in any way on the central limit

theorem, are derived for the space group P1. This derivation rests on

an assumption which is the basis of major grievances of Olczak

(2011), to which we shall respond.

Consider the expressions for the structure factor and for its

squared magnitude:

FðhÞ ¼
PN

j¼1

fj expð2�ih � rjÞ ð1Þ

and

jFðhÞj2 ¼
PN

j¼1

PN

k¼1

fj f �k expð2�ih � RjkÞ; ð2Þ

where Rjk ¼ rj � rk and the (complex) atomic scattering factor

contains the displacement parameters and those of resonant scat-

tering. Obviously, the argument of the exponential in equation (2)

will also appear in the expressions for the average and difference

reduced intensities, normalized or not.

The fractional part of the scalar product h � rj in equation (1) is

assumed in various applications to direct methods and intensity

statistics to be uniformly distributed in the [0, 1] interval. This

assumption has a number-theoretical justification (e.g. Weyl, 1916)

and can be used if all the atoms (and especially the heavy atoms) are

in general positions. Olczak (2011) calls it assumption B.

In our derivations of the p.d.f.s of the normalized average and

difference reduced intensities we naturally came across the scalar

product h � Rjk shown in equation (2). We assumed that the inter-

atomic vectors Rjk ¼ rj � rk are in the general positions of the

Patterson unit cell and hence that the fractional part of the scalar

product h � Rjk ¼ h � ðrj � rkÞ is uniformly distributed in the [0, 1]

interval. The overriding advantage of this approach is that it allows

p.d.f.s to be obtained in analytical form, but of course they needed to

be subjected to several tests to establish their usefulness (see Shmueli

& Flack, 2010). The text of Shmueli & Flack (2010) makes it clear that

it is being used as an assumption (approximation) in need of further

verification.

According to Olczak (2011), the use of this assumption (i) is

inconsistent with the ‘commonly used’ assumption B, (ii) the result

obtained from our calculation ‘loses its physical sense’ and (iii) our

results ‘are interesting from the mathematical point of view but not

related to any crystal structure’.

Having derived the p.d.f.s, we performed two runs of tests: First, we

compared the p.d.f.s with simulated histograms recalculated from a

hypothetical structure. The results, shown in Figs. 1 and 2 of Shmueli

& Flack (2010), display very good to good agreement of the histo-

grams with the p.d.f.s. This mainly confirmed the correctness of the

expressions.

However, a p.d.f. is physically meaningful if it agrees with a

distribution related to experimental data, and a crucial test was

indicated. We therefore compared the p.d.f.s with histograms recal-

culated from the parameters of a solved P1 structure (CSD:

YIDYIF). The results, shown in Figs. 3 and 4 of Shmueli & Flack

(2010), display qualitatative agreement and it is concluded that the

p.d.f.s are useful.

Objection (i) of Olczak (2011) would preclude assuming anything

during one’s scientific work, and is therefore not reasonable. Objec-

tion (ii) referring to results that lose physical sense is taken care of by

Figs. 3 and 4 of Shmueli & Flack (2010) and his comment (iii) is

flattering but incorrect, as shown above. We have not been able to

derive analytical forms of the p.d.f.s without assuming a uniform

distribution of the fractional parts of the scalar products h � Rjk. On

the other hand, it is possible to undertake simulations similar to those

described in Shmueli & Flack (2010) in which, instead of 1
2NðN � 1Þ

independent vectors, one takes N � 1 independent vectors and

evaluates the others from these. This concludes our response.
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