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Creating an automated XRPD analysis is often hampered by either a complex GUI (setting it up is difficult) or because the analysis 

itself is too complicated and requires decisions, loops or other non-linear elements.  

In our HighScore(Plus) V4.9 [1] release we have solved both obstacles at once by providing a graphical Flowchart alike design & 

execution Interface, that can contain decision steps as well as any number of loops. The automation batch is simply put together by 

dragging and connecting action and decision step boxes. 

 

 

 

 

 

 

 

 

 

       Figure 1. Flowchart like automation of structure solution   with 

Superflip [7].  

 Figure 2. t-SNE [2] analysis of resulting solution space.

In addition, supervised and unsupervised learning features are greatly improved, by adding the very popular t-SNE method [2] to 

cluster (neighbourhood) analysis, and by enhancing the automatic optimization of pre-processings [3] and automated variable 

selection [4] to the PLSR [5,6] implementation. The cross validation is sped up by a factor of 100 by using multi-threading and 

algorithm optimizations. All in all, these additions allow to create better, more accurate predictive models in a much shorter time. 
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