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Powerful detectors at modern experimental facilities routinely collect data at multiple GB/s. Online analysis methods are needed to enable the collection of only interesting subsets of such massive data streams, such as by explicitly discarding some data elements or by directing instruments to relevant areas of experimental space. Such online analyses require methods for configuring and running high-performance distributed computing pipelines—what we call here *flows*—linking instruments, data center computers (e.g., for analysis, simulation, AI model training), edge computing (for analysis), data stores, data catalogs, high-speed networks, and other resources.

I review common patterns associated with such flows, describe methods for instantiating those patterns, and present experiences with the application of these methods to the processing of data from a range of light source beamlines, each of which engages HPC resources for data inversion, machine learning model training, or other purposes. I also discuss implications of these methods for operators and users of scientific facilities. More details on this work are provided in a recent article [1].

**Figure 1.** *Left:* Cloud-hosted Globus automation services are used in this work for reliable and secure orchestration of flows, often triggered by data availability, and linking various resources including, as shown here, scientific instruments, high-performance computers, and storage systems. Globus and funcX agents provide access to storage and compute resources, respectively.

*Right:* Example flows used at Advanced Photon Source (APS), Argonne Leadership Computing Facility (ALCF), and Stanford Synchrotron Radiation Lightsource (SSRL) for x-ray photon correlation spectroscopy (XPCS), serial synchrotron crystallography (SSX-Stills, SSX-Prime, SSX-Publish [2]), ptychography (Psycho), high energy diffraction microscopy (BraggNN [3], HEDM).
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