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3D electron diffraction (3D ED), or microcrystal electron diffraction (MicroED),

has become an alternative technique for determining the high-resolution crystal

structures of compounds from sub-micron-sized crystals. Here, we considered

l-alanine, �-glycine and urea, which are known to form good-quality crystals,

and collected high-resolution 3D ED data on our in-house TEM instrument. In

this study, we present a comparison of independent atom model (IAM) and

transferable aspherical atom model (TAAM) kinematical refinement against

experimental and simulated data. TAAM refinement on both experimental and

simulated data clearly improves the model fitting statistics (R factors and

residual electrostatic potential) compared to IAM refinement. This shows that

TAAM better represents the experimental electrostatic potential of organic

crystals than IAM. Furthermore, we compared the geometrical parameters and

atomic displacement parameters (ADPs) resulting from the experimental

refinements with the simulated refinements, with the periodic density functional

theory (DFT) calculations and with published X-ray and neutron crystal

structures. The TAAM refinements on the 3D ED data did not improve the

accuracy of the bond lengths between the non-H atoms. The experimental 3D

ED data provided more accurate H-atom positions than the IAM refinements

on the X-ray diffraction data. The IAM refinements against 3D ED data had a

tendency to lead to slightly longer X—H bond lengths than TAAM, but the

difference was statistically insignificant. Atomic displacement parameters were

too large by tens of percent for l-alanine and �-glycine. Most probably, other

unmodelled effects were causing this behaviour, such as radiation damage or

dynamical scattering.

1. Introduction

Crystal structure provides detailed information about the

atomic positions, inter- and intramolecular interactions, and

chemical bonding which, in turn, informs about the stability,

reactivity, solubility and other physical properties. So far, the

structures of small-molecule crystals have been determined

using X-ray diffraction methods. In-house single-crystal X-ray

diffraction (SCXRD) requires crystals several times larger

than the synchrotron radiation source, while suitable crystals

for the synchrotron radiation source are typically around

5–10 mm (Nave & Hill, 2005; Holton & Frankel, 2010; Gruene

et al., 2018). The crystallization of large and well-ordered

single crystals has frequently been a major issue for structure

elucidation using the SCXRD method (Terwilliger et al., 2009;

Luft et al., 2011; Dalle et al., 2014; Inokuma et al., 2013). In

particular, growing the crystals for the pharmaceutical

industry and proteins is a very difficult and time-consuming
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process (Carpenter et al., 2008; Gemmi et al., 2019). The

powder X-ray diffraction (PXRD) method has also been used

to determine crystal structure when there is a lack of crystals

of a suitable size for SCXRD (Thakral et al., 2018). However,

determining crystal structures from PXRD is not straightfor-

ward and still remains more challenging compared to SCXRD,

especially for larger organic molecules due to many over-

lapping peaks (Harris & Williams, 2015).

Recently, electron crystallography has become an attractive

alternative technique for determining the crystal structures of

small organic molecules, inorganic compounds, metal–organic

frameworks (MOFs), peptides and proteins using 3D electron

diffraction (3D ED) or microcrystal electron diffraction

(MicroED) (Shi et al., 2013; Beale et al., 2020; Gruene et al.,

2018; Jones et al., 2018; Mugnaioli et al., 2020; Gemmi et al.,

2019). Electrons are charged particles that interact strongly

with matter. Therefore, it is possible to collect useful 3D ED

data on sub-micron-sized crystals, typically of a volume 106

times smaller than that required for SCXRD. Several active

pharmaceutical ingredients (APIs) are only available as

crystalline powders of sub-micron size that are highly suitable

for 3D ED to determine the structures of different crystal

forms (Gruene et al., 2018; Shi et al., 2013; Nannenga &

Gonen, 2019). 3D ED can be a very fast way to identify several

polymorphs of the same compound in a mixture (Jones et al.,

2018; Broadhurst et al., 2020). The samples can be used

directly from synthesis vials without recrystallization and

impurities, if present, can also be detected. The comprehensive

analysis of 50 organic molecules by Bruhn et al. (2021)

revealed the significance of the electron diffraction method.

The field is growing rapidly with improvement in terms of

methodology development and hardware, such as electron

sources, accelerating voltage, detectors and experimental set-

ups, including sample preparation, high throughput screening

and data collection procedures (Gruene & Mugnaioli, 2021).

However, electron diffraction measurements are associated

with unique challenges. The necessity for high-vacuum con-

ditions, typically at pressures of 10� 6 bar (or lower; 1 bar =

105 Pa), is driven by the susceptibility of the electron beam to

absorption by air. Crystals of metal complexes, crystals of

hydrated compounds or biological samples may deteriorate

under high vacuum. There are several methods for over-

coming this challenge, such as plunge freezing, liquid cell

holders, etc. (Dobro et al., 2010; Karakulina et al., 2018).

Another issue in electron diffraction experiments is radiation

damage caused by the high energy of the electron beam. While

samples in materials science are generally insensitive to

radiation damage, biological, pharmaceutical and certain

organic compounds exhibit sensitivity to radiation, which

often limits their structural analysis (Andrusenko & Gemmi,

2022). The radiation damage can be reduced by cooling the

samples to cryogenic temperatures (Bruhn et al., 2021).

Electrons interact strongly with matter, which causes

multiple scattering events, also referred to as dynamical

scattering or dynamical effects (Stern & Taub, 1970).

Although the dynamical scattering can be neglected and data

can be processed using kinematical approximation to achieve

the structure solution, this results in a poor structure model

and higher refinement statistics (Broadhurst et al., 2020; Bruhn

et al., 2021). In the kinematical approximation, it is assumed

that the measured intensities are proportional to the square of

the structure factor amplitudes. Due to multiple scattering,

this linear relationship breaks down. The dynamical effect

typically causes stronger reflections to appear weaker, and

weaker reflections to appear stronger. The irradiated crystal

density and thickness are important factors to consider while

modelling the multiple scattering or dynamical effect (Pala-

tinus et al., 2015; Petřı́ček et al., 2014; Gruene et al., 2021). The

application of dynamical scattering theory during refienement

enables an improved structure model to be achieved, reveals

H-atom positions and allows for the assignment of the abso-

lute configuration of the compounds (Klar et al., 2023; Wang et

al., 2022; Brázda et al., 2019; Palatinus et al., 2017).

Higher values of refinement statistics from electron dif-

fraction data are also attributed to the use of improper scat-

tering factors. In the standard approach, the Independent

Atom Model (IAM) refinement is used, which treats the atoms

as spherical and the scattering factors are obtained via

quantum mechanical calculation considering isolated spherical

atoms in their ground state (Brown et al., 2015; Petřı́ček et al.,

2014). In reality, atoms within crystals have partial charges and

their electron density is polarized. Electron scattering is

significantly more sensitive to these effects (Yonekura &

Maki-Yonekura, 2016) than X-ray. In X-ray crystallography, it

has already been shown that crystal structure refinement may

benefit from the use of more accurate scattering approaches,

such as Hirshfeld atom refinement (HAR) (Jayatilaka &

Dittrich, 2008; Chodkiewicz et al., 2020; Kleemiss et al., 2021)

or the transferable aspherical atom model (TAAM) (Brock et

al., 1991; Pichon-Pesme et al., 1995; Bąk et al., 2011; Domagała

et al., 2012; Dittrich et al., 2013; Jha et al., 2020). TAAM is

based on a multipolar representation of electron density. The

usage of TAAM in X-ray structure refinement significantly

enhances the physical representation of crystals, including the

atomic positions and anisotropic atomic displacement para-

meters (ADPs) (Jelsch et al., 1998; Jha et al., 2020; Dittrich et

al., 2004, 2013; Nassour et al., 2017). TAAM provides better

descriptions of the H-atom positions and precise hydrogen-

bond lengths similar to the reference neutron bond lengths, as

well as better refinement statistics. Similar improvements in

statistics and atomic positions were observed in TAAM

refinement on electron diffraction data of carbamazepine

(Gruza et al., 2020) and �-glycine (Jha et al., 2021). The effects

of TAAM refinement, however, were much weaker and less

visible in the experimental data than in the simulated data,

likely due to the relatively high level of random noise and the

presence of strong systematic effects (dynamical effects and

radiation damage) in the experimental data. Therefore, we

decided to expand our study by collecting novel 3D ED data

for model organic molecules, with a focus on obtaining high-

quality high-resolution data, while minimizing radiation

damage and dynamical scattering.

For this work, we selected l-alanine, �-glycine and urea.

These compounds are known to form good-quality crystals
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with numerous published neutron and high-resolution X-ray

diffraction data sets. We collected high-resolution (dmin =

0.56 Å) 3D ED data on our in-house TEM instrument for

these three compounds. We performed the IAM and TAAM

kinematical refinement on the experimental data, and the

IAM and TAAM refinement on the simulated data, which

were based on periodic DFT calculations. Furthermore, we

discuss the quality of the measured data by not only the Rint

and R1 statistics, but also by the visibility of residual electro-

static potential features characteristic for covalent bonding

and lone electron pairs, response of the refinement to change

from IAM to TAAM, comparison to trends observed for

simulated data and validation of geometry accuracy for non-H

and H atoms. Moreover, we also showed how much the

TAAM refinement improves the geometry, ADPs, R factors

and residual potential compared to IAM, when applied to

relatively good and complete electron diffraction data.

2. Experimental methods

2.1. Materials

l-Alanine, �-glycine and urea were procured from Sigma–

Aldrich and were used without further purification. Crystals of

l-alanine and urea were grown by slow evaporation using a

mixture of solution of ethanol and water (1:1 v/v) (for

l-alanine) or only water (for urea), and the obtained micro-

crystals were used for the MicroED sample preparation.

�-Glycine crystals were used directly, without recrystalliza-

tion, for the MicroED sample preparation.

2.2. MicroED sample preparation and data collection

A small amount of each sample was first gently crushed in a

mortar and pestle to reduce the crystal size. Grids for

MicroED data collection were prepared by directly applying a

pinch of the powdered crystals to a freshly glow discharged

lacey carbon 200 mesh Cu grid. Following that, the grids were

clipped at room temperature (RT) and transferred to the

microscope for data collection. Grids were then cooled while

the microscope was cooling under vacuum. A Thermo Fisher

Scientific Glacios cryo transmission electron microscope

(TEM) equipped with a field emission gun operated at 200 kV

and a stage holder temperature of 81 K was used for data

collection on one single crystal (Fig. 1) of each compound. The

microscope was equipped with a Thermo Fisher Scientific

CETA-D detector, an autoloader with 12 grid holders and

EPU-D software for automated data collection. A 50 mm

condenser aperture, spot size 11, and gun lens 8 were set and

diffraction data sets were collected under parallel illumination

conditions with a very low dose (14.4 e Å� 2 for

l-alanine, 7.2 e Å� 2 for glycine and 3.6 e Å� 2 for urea). The

crystal was continuously rotated (typically from � 60 to +60�

for l-alanine and from � 50 to +50� for �-glycine and urea)

under the parallel beam. The microscope was set in diffraction

mode and the camera collected continuously in a rolling

shutter mode with hardware binning 2 and exposure time 0.5 s.

The collected images were saved in SMV format built in the

EPU-D software.

2.3. Data processing and refinement details

The unit-cell parameter determination, integration of the

reflection intensities and data reduction were performed using

CrysAlis PRO (Rigaku OD, 2024). Due to the large discre-

pancies between the initially determined unit-cell parameters

and the literature values (underestimation by >5%), the

camera length of the microscope was recalibrated to a new

value (657 mm), which led to more accurate unit-cell para-

meters for all three studied compounds, and the data were

reprocessed. The structures were solved in SHELXT (Shel-

drick, 2015). All the structural refinements were performed in

OLEX2 (Dolomanov et al., 2009) using olex2.refine in the

kinematical diffraction theory approach. The standard sphe-

rical model was obtained using the IAM refinement approach.

The aspherical TAAM refinement was applied using the

MATTS data bank (Jha et al., 2022; Rybicka et al., 2022)

through the DiSCaMB utility discambMATTS2tsc.exe

program (Chodkiewicz et al., 2018) integrated in the

NoSpherA2 module of OLEX2 (Kleemiss et al., 2021). In all

refinements, the following weighting scheme was applied: w =

1/[�2(Fo
2) + (0.2P)2], where P = (Fo

2 + 2Fc
2)/3. All types of

refinements were performed without extinction correction to

avoid uncontrolled compensation of effects not modelled by

the applied model. The atomic coordinates and ADPs

(anisotropic for non-H and isotropic for H atoms) were

refined freely for all atoms of the three compounds.

3. Computational methods

3.1. Reference structures

The crystal structures of l-alanine (Escudero-Adán et al.,

2014; CCDC No. 1009312) and �-glycine (Aree et al., 20123;

CCDC No. 849663) from X-ray diffraction experimental

studies performed at 100 K were used for the theoretical

calculations. In the case of urea, the crystal structure from

neutron diffraction studies performed at 123 K (Swaminathan

et al., 1984; CCDC No. 1278500) was used for the theoretical

calculations.

3.2. Geometry optimization

To obtain the theoretical structure factors, firstly the

experimental geometries (atomic coordinates) of l-alanine,

electron diffraction
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Figure 1
TEM images of microcrystals of l-alanine (left), �-glycine (middle) and
urea (right), with the scale bar.



�-glycine and urea were optimized with frozen unit-cell

parameters by applying periodic DFT calculations using

CRYSTAL17 (Dovesi et al., 2018). All the calculations were

carried out with the B3LYP functional (Civalleri et al., 2008)

and the POB-TZVP basis set (Peintinger et al., 2013). The

B3LYP was augmented with an empirical dispersion term as

proposed by Grimme (2006) and modified for molecular

crystals (Civalleri et al., 2008). A full simultaneous relaxation

of the atomic coordinates by means of analytical energy

gradients was applied. The level of accuracy in evaluating the

Coulomb and exchange series was controlled by five

TOLINTEG parameters, for which values of 10� 6, 10� 6, 10� 6,

10� 7 and 10� 29 were used. The DFT exchange-correlation

contribution was evaluated by numerical integration over the

unit-cell volume. Radial and angular points of the atomic grid

were generated through Gauss–Legendre and Lebedev

quadrature schemes. The condition for the self-consistent field

(SCF) convergence was set to 10� 7 on the total energy dif-

ference between two subsequent cycles. The shrinking factors

(IS) along the reciprocal lattice vectors were set at 4. The level

shifter value was set to 0.6 Hartree. Upon energy convergence,

the periodic wave function was obtained.

3.3. Simulated electron diffraction data

The X-ray structure factors were computed through the

dedicated module of CRYSTAL17 from the wave function file

(.f9 file) obtained after the geometry optimization step, the set

of hkl indices (.d3 file) and the anisotropic atomic displace-

ment parameters (ADPs file). The set of hkl indices was

generated up to a resolution of dmin = 0.56 Å by the XD

software (Volkov et al., 2006) using the XDHKL module. For

the ADPs file, the ADPs of the non-H atoms were taken from

the experimental diffraction data (see Reference structures,

Section 3.1) for all three compounds. In the case of l-alanine

and �-glycine, the anisotropic ADPs for the H atoms were

calculated by the SHADE2.1 server (Munshi et al., 2008) at

electron diffraction
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Table 1
Summary of the data collection, reduction and refinement statistics of the three title compounds.

l-Alanine �-Glycine Urea

Data collection

Chemical formula C3H7NO2 C2H5NO2 CH4N2O
Tilt angle/tilt speed (�) 0.3/0.6 0.5/1.0 1.0/2.0
Detector distance (mm) 657
Temperature (K) 81
Accelerating voltage (kV) 200
Wavelength (Å) 0.02508

Data reduction
Space group P212121 P21/n P421m
Unit cell a, b, c (Å) 5.89 (7), 5.99 (11), 12.22 (8) 5.11 (10), 11.81 (10), 5.44 (8) 5.596 (3), 5.596 (3), 4.716 (17)
Angles �, �, � (�) 90, 90, 90 90, 113.1 (13), 90 90, 90, 90
Volume (Å� 3) 431 (10) 302 (9) 147.70 (11)
Resolution (Å) 0.56 0.56 0.56

Total reflections 5996 3755 1772
Unique reflections 2145 1274 457
Completeness (%) 82.7 71.2 89.9
Mean I/�(I) 7.8 7.1 10.6
Rint (%) 16.59 16.61 12.97
R� (%) 12.88 14.00 9.41

Kinematical refinement IAM TAAM IAM TAAM IAM TAAM
Reflections used [with I > 2�(I)] 2145 (1178) 1274 (777) 457 (344)
Constraints/restraints 0/0 0/0 0/0
Parameters 83 66 21
R1 [I > 2�(I)] 0.1388 0.1313 0.1596 0.1471 0.1756 0.1628
wR2 [I > 2�(I)] 0.3712 0.3658 0.3578 0.3425 0.3856 0.3709

R1 (all data) 0.1907 0.1844 0.2027 0.1917 0.1917 0.1801
wR2 (all data) 0.4199 0.4138 0.3931 0.3792 0.4002 0.3866
GooF 1.19 1.13 1.15 1.11 1.39 1.33
Residual potential max/min (Å� 2) 0.207/� 0.216 0.200/� 0.212 0.366/� 0.434 0.322/� 0.329 0.250/� 0.333 0.239/� 0.315

Computer programs: CrysAlis PRO (Rigaku OD, 2024), olex2.solve (Bourhis et al., 2015), SHELXT (Sheldrick, 2015), olex2.refine (Bourhis et al., 2015) and OLEX2 (Dolomanov et al.,

2009).

Figure 2
Atomic displacement ellipsoid plot of l-alanine at the 50% probability
level after IAM refinement against the experimental data.



100 K, and for urea, the ADPs from neutron diffraction data

were used.

Theoretical electron structure factors were computed from

theoretical X-ray structure factors by application of the Mott–

Bethe formulae using the dedicated DiSCaMB utility program

(Chodkiewicz et al., 2018). The theoretical structure factors

represented perfect error-free values with constant small

values of �(F2), which from now on will be called simulated

data in this work, and were used to simulate the behaviour of

kinematical electron diffraction data during the IAM and

TAAM refinements.

3.4. Refinements details

Both the IAM and TAAM refinements on simulated data

were performed in the same way as refinements on the

experimental data, including the weighting scheme. In the case

of the simulated data, the refined parameters were expected to

reach the values of the coodinates and ADPs used to compute

the data (these values are called target values in this work), as

summarized in Table S1 of the supporting information.

4. Results and discussion

The electron diffraction data for l-alanine, �-glycine and urea

were collected up to a resolution of 0.56 Å, which was satis-

factorily high for our studies. Relatively high completeness

(71.2–89.5%) and an acceptable mean I/�(I) (7.1–10.6) were

achieved for all three compounds (see Table 1). The data were

of high quality, probably with little dynamical scattering, as

indicated by the relatively low Rint values (12.97–16.61%)

computed for redundant reflections, including symmetry

equivalents. The quality of the data for all three compounds

seemed to be among the best published so far for organic

crystals.

4.1. L-Alanine

4.1.1. IAM fitting to the data. During the IAM kinematical

refinement on the experimental data, no restraints or

constraints were needed for the coordinates or ADPs. H

atoms were visible on residual electrostatic potential maps

(Fig. S1 in the supporting information) and, after refinement,

it was clear that the amino acid was in its zwitterionic form.

The ADPs of the non-H and H atoms were refined aniso-

tropically and isotropically, respectively. After the IAM

refinement, all the ADPs of the non-H atoms were positively

definite, as shown in Fig. 2. The R1 and wR2 values were 13.88

and 37.12%, respectively. The residual electrostatic potential

max/min values were 0.207/� 0.216 Å� 2. The shift towards

negative values of the residual potential was also reflected in

the residual potential map plotted at the �0.15 Å� 2 contour

[Fig. 3(a)], and confirmed by fractal residual plot [Fig. 3(c),

IAM; more details about the meaning of fractal plots are

available in the supporting information] to be a global trend

for a wide range of values (values larger than ca 0.16 Å� 2 on

an absolute scale). The Fobs versus Fcalc plot (Fig. S2, IAM)

showed only a slight trend towards overestimation of Fcalc in

relation to Fobs, suggesting that there was little dynamical

effect present in the data. All these points further confirm that

the l-alanine data set seems to be of relatively good quality

compared to typical 3D ED/microED data for organic crystals

published so far.

Recently published 3D ED data on l-alanine (Khouchen et

al., 2023), collected up to 0.50 Å resolution, showed a

completeness of 56%, which is relatively low in comparison to

the data presented in this work, and an Rint value of 11.11%.

During the IAM kinematical refinement, all non-H atoms

were refined with anisotropic ADPs, but the ADPs and

coordinate parameters of the H atoms were constrained. The

R1 and wR2 values were 14.44 and 35.55%, respectively, with

residual potential max/min values of 0.23/� 0.18 Å� 2. The

published l-alanine data seem to be of not worse quality than

ours, apart from the problem with completeness and con-

strained H atoms.

4.1.2. IAM versus TAAM fitting. The TAAM kinematical

refinement was performed against the l-alanine experimental

data starting from the crystal structure model obtained from

IAM refinement. The TAAM refinement resulted in im-

provements of the refinement statistics (Table 1) and hence

the presumably better structure model. The R1 and wR2

values were improved after TAAM refinement as compared to

IAM; the values dropped by 0.75 and 0.54%, respectively,

electron diffraction
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Figure 3
Residual electrostatic potential maps of l-alanine after (a) IAM and (b) TAAM refinement against the experimental data at�0.15 Å� 2 contours (green
positive and red negative), and (c) fractal dimension plot for the residual potential of the entire unit cell after IAM (blue open circles) and TAAM (red
full circles) refinements.
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indicating a better fit of the model to the experimental data.

The residual potential after TAAM refinement was more

featureless compared to IAM, as shown in the residual

potential maps [Figs. 3(a) and 3(b)]. The visual observation

was confirmed by a fractal dimension plot [Fig. 3(c)], where

the curve for TAAM is more narrow (less noisy map) and

closer to the parabolic shape (more random, less system-

atically biased map) than for IAM. The effect of the improved

fitting was also evident in both the maximum and minimum

residual potential values. After TAAM refinement, these

values decreased by 0.007 and 0.004 Å� 2 in absolute value,

respectively. Overall, the improvement in the fitting addressed

specific negative residual potential regions present in the IAM

residual potential, which were subsequently removed by

TAAM refinement, as evidenced by the left branch of the

fractal dimension plot for TAAM being visibly shifted towards

zero compared with IAM. The distribution of residual po-

tential seen from the experimental data after the IAM

refinement resembled, to some extent, the distributions of

deformation electrostatic potential (Fig. 4), although it was

quite noisy. Deformation electrostatic potential maps should

illustrate the changes is electrostatic potential appearing due

to formation of the chemical bonds and intermolecular inter-

actions, and are computed as a difference between the crystal

electrosatic potential and the electrostatic potential computed

from superposition of the electrostatic potential of neutral

spherical atoms. The deformation potential maps in this work

were computed as the TAAM–IAM Fourier maps, to take into

account the influence of resolution and atomic displacement

parameters on the map. The TAAM–IAM maps show the

effects of the formation of chemical bonds on the electrostatic

potential, as modelled by TAAM, but not polarization due to

intermolecular interactions.

The Fobs versus Fcalc plots were similar for the IAM and

TAAM refinements (Fig. S2). Fcalc from TAAM tended to be

more like Fobs, especially for the most intense reflections. The

Fobs versus Fcalc plot for TAAM strengthens the suggestion

that there were minimal dynamical effects present in the data.

The observations regarding the fitting statistics done for the

l-alanine experimental data follow the results from the

simulated data. The R1 value dropped by 1.61% after the

TAAM refinement against the simulated data as compared to

IAM (Table S2). The residual potential after TAAM refine-

ment was visibly more featureless as compared to IAM

[Figs. S3(a) and S3(b)], and the max/min residual potential

values after TAAM became smaller by 0.005/0.079 Å� 2 and

closer to each other on an absolute scale. The fractal dimen-

sion plots showed the same trends as for the experimental data

[Fig. S3(c)], though the dominance of negative values in the

IAM residual potential was much more visible and both fractal

dimension curves, for IAM and TAAM, were narrower com-

pared to the experimental results, due to lack of noise

(random or systematic due to dynamical scattering or other

effects) in the simulated data.

4.2. a-Glycine

4.2.1. IAM fitting to the data. As for l-alanine, no restraints

or constraints on the coordinates for all atoms, anisotropic

ADPs for non-H atoms or isotropic ADPs for H atoms were

necessary during the IAM refinement of the �-glycine struc-

ture against the experimental 3D ED data. H atoms were

visible on residual electrostatic potential maps (Fig. S4) and,

after refinement, it was clear that the amino acid was in its

zwitterionic form. After the IAM refinement, the ADPs of the

non-H atoms were positively definite, as shown in Fig. 5. The

R1 and wR2 values were 15.96 and 35.78%, respectively,

slightly greater than for l-alanine (Table 1). The residual po-

tential was noisier than for l-alanine [wider fractal curve;

Fig. 6(c)] and more visibly dominated by negative values

[Figs. 6(a) and 6(c)], from the �0.15 Å� 2 values and larger on

an absolute scale. The max/min residual potential values were

0.366/� 0.434 Å� 2. Most of the negative residuals were located
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Figure 4
2D Fourier deformation electrostatic potential map (Å� 2) of the
l-alanine crystal computed from TAAM–IAM difference on the structure
from the experimental TAAM refinement. The 2D map is plotted on the
best plane passing through the N1, C2, C1, O1 and O2 atoms of the
central molecule.

Figure 5
Atomic displacement ellipsoid plot of �-glycine at the 50% probability
level after IAM refinement against the experimental data.



close to the non-H atoms or around the covalent bonds, as

shown in Fig. 6(a). The Fobs versus Fcalc plot (Fig. S5, IAM)

showed some trend towards overestimation of Fcalc in relation

to Fobs, being visibly bigger for strong reflections. For some

strong reflections, the Fcalc was ca twice as large as Fobs.

Compared to l-alanine, the deviation of the plot from the

Fobs = Fcalc line was much bigger, suggesting there were more

dynamical effects present in the data.

The first published 3D ED data for �-glycine (Broadhurst et

al., 2020) were collected up to a resolution of 0.70 Å and

showed a completeness of 85% after merging data for six

crystals, and an Rint value of 31.8%. The crystal structure

model was refined with restraints and constraints. The R1 and

wR2 values were 21.9 and 51.8%, respectively, which are

relatively higher than the statistics for the �-glycine data from

this work. The residual potential max/min values were 0.23/

� 0.25 Å� 2.

In another article (Klar et al., 2023), the 3D ED data had a

completeness of 40.0% at a resolution of 0.59 Å. The IAM

kinematical refinement was carrried out with five restraints.

The R1 and wR2 values were 13.6 and 15.9% respectively. The

residual potential max/min values were 0.412/� 0.420 Å� 2. The

data seem to be of a quality comparable to the data from this

work, although with significantly lower completeness. After

dynamical refinement, the R1 and wR2 values were 6.8 and

8.8%, respectively, and the residual potential max/min values

were 0.197/� 0.162 Å� 2. This demonstrated the effectiveness

of the dynamical approach in achieving a better fit of the

model to the data.

4.2.2. IAM versus TAAM fitting. The TAAM refinement

against experimental electron diffraction data for �-glycine

improved the fitting of the model to the data. After TAAM

refinement, the R1 and wR2 values became smaller by 1.25

and 1.53%, respectively (Table 1). The max/min residual

potential values became smaller by 0.044/0.105 Å� 2 on an

absolute scale. The residual potential map was much cleaner

after TAAM refinement compared to IAM, as shown in

Fig. 6(b). The fractal dimension curve for TAAM confirmed

that the TAAM refinement led to less noisy residual potential

(more narrow curve) and allowed the modelling of some of the

unmodelled potential by IAM negative residuals (more

symmetric curve), but still the TAAM residual potential

showed slightly more negative than positive features

[Fig. 6(c)].

In the case of �-glycine, the distribution of the experimental

residual potential after IAM refinement [Fig. 6(a)] more

closely resembled the deformation potential (Fig. 7) compared

to l-alanine. This observation suggests that the data for

�-glycine contained more chemical information than what

IAM can adequately model. The small negative features

remaining in the residual potential after TAAM refinement

suggested that either (i) TAAM alone was insufficient and

some effects affecting the electrostatic potential of �-glycine

crystal were not accounted for, like polarization due to

intermolecular interactions, or (ii) TAAM was appropriate,

and other factors beyond modelling the potential played an

important role here, such as dynamical scattering.

The Fobs versus Fcalc plots were similar for the IAM and

TAAM refinements (Fig. S5). Again, Fcalc from TAAM tended

to be closer to Fobs, especially well visible for strong reflec-

tions. After TAAM refinement, the tendency to overestimate

Fcalc in relation to Fobs, traditionally attributed to the presence

of dynamical effects, was smaller but still visible.

The behaviour of fitting characteristics when going from the

IAM to TAAM refinement of �-glycine against experimental

data was confirmed by the simulated data. For the simulated

data, R1 dropped by 1.46% after the TAAM refinement as

compared to IAM (Table S2). The minimum residual potential

peak was lower by 0.066 Å� 2 in absolute value, but the

maximum peak was higher by 0.031 Å� 2. Nevertheless, the

maximum and minimum peaks from the TAAM refinement

became more symmetrically distributed around zero than

those from IAM. Furthermore, the residual potential map

after TAAM refinement was more featureless as compared to

IAM [Figs. S6(a) and S6(b)], though some small non-random

features remained after the TAAM refinement. The presence

of some systematic effect in the simulated data not accounted

for by TAAM was also reflected in the fractal dimension plot,
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Figure 6
Residual electrostatic potential maps of �-glycine after (a) IAM and (b) TAAM refinement against the experimental data at�0.27 Å� 2 contours (green
positive and red negative), and (c) fractal dimension plot for the residual potential of the entire unit cell after IAM (blue open circles) and TAAM (red
full circles) refinements.



where the curve for TAAM was still not parabolic [Fig. S6(c)].

This suggests that, also in the case of the experimental data,

we see the insufficiencies of TAAM.

4.3. Urea

4.3.1. IAM fitting to the data. The IAM kinematical

refinement for urea on the experimental data was run without

any restraints or constraints, analogously as for l-alanine and

�-glycine. In the case of urea, the H atoms were also visible on

residual electrostatic potential maps (Fig. S7). All ADPs were

positively definite (Fig. 8). The R1 and wR2 values after IAM

were 17.56 and 38.56%, respectively (Table 1), which were

slightly worse than for �-glycine and l-alanine. The residual

potential was dominated by negative values [Fig. 9(a)].

Negative peaks were located at covalent bonds, mainly around

the N atom. The max/min residual potential values were 0.250/

� 0.333 Å� 2, somewhat similar to �-glycine, but closer to zero.

The fractal dimension analysis confirmed that the IAM resi-

dual potential was biased mostly toward negative values, the

left branch of the curve spanned farther away from the zero

line (from the � 0.12 Å� 2 value outwards) and departed from

the parabolic shape very fast [Fig. 9(c)], and a slight bias on

the positive residual potential was also visible.

The Fobs versus Fcalc plot for urea was similar to that for

�-glycine, the only difference being that the departure of the

most intense reflection from the Fobs = Fcalc line was not so

strong (Fig. S8, IAM).

4.3.2. IAM versus TAAM fitting. After applying the TAAM

refinement against the experimental electron diffraction data

for urea, there was an improvement in the fitting quality as

compared to IAM (Table 1). The R1 and wR2 values became

better by 1.28 and 1.47%, respectively. The negative values of

the residual potential were much closer to zero [Figs. 9(b) and

9(c)], though some small bias toward negative values

remained after TAAM refinement. The max/min residual

potential values moved toward zero by 0.011/0.018 Å� 2 after

TAAM refinement compared to IAM.

The experimental IAM residual electrostatic potential for

urea [Fig. 9(a)] closely resembled the computed deformation

electrostatic potential (Fig. 10). Both potentials exhibited

strong negative peaks at the N1—C1 and N1—H1 bond

regions, as well as positive peaks between the two symmetry-

related H2 atoms. The deformation potential map for urea

effectively illustrated the compensation of negative potential

resulting from the lone electron pairs at the O1 atom by

positive potential generated by the H2 and H1 atoms.

Consequently, there were fewer strongly negative residual

potential peaks in the vicinity of the O atom in the urea crystal

compared to the O atoms in l-alanine and �-glycine; the latter

were involved in fewer hydrogen bonds. Another reason could

be that the O atom in urea was slightly less negatively charged

than the O atoms in alanine and glycine according to the

electron diffraction
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Figure 7
2D Fourier deformation electrostatic potential map (Å� 2) of the
�-glycine crystal computed from TAAM–IAM difference on the structure
from experimental TAAM refinement. The 2D map is plotted on the best
plane passing through the N1, C2, C1, O1 and O2 atoms of the central
molecule.

Figure 8
Atomic displacement ellipsoid plot of urea at the 50% probability level
after IAM refinement against the experimental data.

Table 2
Root-mean-square difference (RMSD) for non-H atom bond lengths, X—H bond lengths and valence angles of l-alanine, �-glycine and urea.

DFT are the theoretical values resulting from periodic DFT optimization (target values for refinements on simulated data) and XRD are the experimental values
resulting from IAM refinements on high-resolution X-ray diffraction data.

RMSD IAMvsTAAM IAMvsDFT TAAMvsDFT IAMvsXRD

Non-H bond length (Å) Experimental 0.003 0.022 0.022 0.015
Simulated 0.0009 0.0020 0.0017 0.0125

X—H bond lengths (Å) Experimental 0.04 0.08 0.05 0.18

Simulated 0.012 0.011 0.013 0.142
Valence angle (�) Experimental 0.2 1.3 1.2 0.80

Simulated 0.10 0.22 0.25 0.60



TAAM modelling based on the MATTS pseudoatom data

bank.

The Fobs versus Fcalc plots were similar after the IAM and

TAAM refinements (Fig. S8), but the TAAM results were

usually closer to the Fobs = Fcalc line, analogously as for

l-alanine and �-glycine.

Comparing the experimental refinements with the simu-

lated data for urea, it could be concluded that the trends in

improving fitting quality while going from IAM to TAAM

refinements were very similar. In simulation, the R1 value

dropped by 1.58% after the TAAM refinement compared to

IAM (Table S2). The residual potential was less negative and

more featureless when comparing the TAAM to the IAM

refinement (Fig. S9). The min/max residual potential values

were smaller by 0.013/0.079 Å� 2 in absolute value. Inter-

estingly, after simulated TAAM refinement, the residual

potential showed some systematic features not accounted for

by TAAM. It was most probably electrostatic potential

(electron density) polarization due to neighbouring molecules

not modelled by the TAAM parametrized with the MATTS

data bank. The experimental data were, obviously, burdened

with noise (possibly both random and systematic), as indicated

by the significantly wider fractal curves after experimental

refinements compared to the very narrow curves observed for

the simulated data.

4.4. Structural parameter analysis for L-alanine, a-glycine and

urea

TAAM kinematical refinement against 3D ED data led to

some changes in the coordinates and ADPs of the structural

model compared to IAM.

4.4.1. The non-H-atom bond lengths. In the case of the

bond lengths between the non-H atoms [Figs. S10(a)–(c)], the

IAM and TAAM refinements on the experimental data for

l-alanine, �-glycine and urea led to the values being almost

the same, both from a chemical and a statistical point of view.

The root-mean-square difference (RMSD) between the

experimental results from the IAM and TAAM refinements

was only 0.003 Å (Table 2), which was much smaller than the

averaged value of the standard uncertainties (s.u. values)

resulting from the least-squares minimization, the later being

equal to 0.017 Å (Table S3). Similar trends were observed for

the IAM and TAAM refinements on the simulated data, which

showed a very small RMSD of 0.0009 Å, being almost statis-

tically insignificant when compared to the average s.u. values

of 0.0005 Å. For both the experimental and the simulated data

refinements, the non-H-atom bond lengths were close to the

theoretical values resulting from periodic DFT geometry

optimization (target values for refinements on the simulated

data), with RMSDs of 0.022 and ca 0.002 Å for the experi-

mental and simulated data, respectively (Table 2). Only in the

case of the simulated data could the differences be considered

statistically significant (i.e. were more than three times larger

than the s.u. values); however, they were negligible from a

chemical point of view (the lengths deviated from the target

values differed by only 0.04 to 0.03%).

The experimentally derived non-H-atom bond lengths from

this work were similar to the experimental lengths observed in

high-resolution X-ray structures (Escudero-Adán et al., 2014;

Aree et al., 2012; Jha et al., 2020), and the experimental IAM

refinements showed an RMSD of 0.015 Å.

Compared to the published 3D ED data, the l-alanine non-

H-atom bond lengths in Khouchen et al. (2023) were 1%

longer than in the experimental IAM refinement from this

work, but 0.8% shorter than the theoretical DFT values. The

non-H-atom bond lengths for the first published �-glycine

data (Broadhurst et al., 2020) were bigger by 2.5 and 1.8%

when compared to the experimental IAM refinement and the

theoretical DFT values from this work, respectively. Accord-

ingly, the non-H-atom bond lengths from other published

work on �-glycine (Klar et al., 2023) (kinematical refinement)

were bigger by 0.2% compared to the experimental IAM re-

finement and smaller by 0.7% when compared to the theo-

retical DFT values from this work. After dynamical

refinement, the values were bigger by 0.1% and smaller by

0.8%. Apparently, dynamical refinement has not influenced

greatly the positions of the non-H atoms.

4.4.2. The X—H bonds. In case of the X—H bonds, the

experimental TAAM refinement usually led to shorter bonds

electron diffraction
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Figure 9
Residual electrostatic potential maps or urea after (a) IAM and (b) TAAM refinement against the experimental data at �0.23 Å� 2 contours (green
positive and red negative), and (c) fractal dimension plot for the residual potential of the entire unit cell after IAM (blue open circles) and TAAM (red
full circles) refinements.



compared to IAM [Figs. S10(d)–(f)], with an RMSD of 0.04 Å

(Table 2). The X—H bonds from the experimental TAAM

refinements were closer by ca 0.03 Å to the theoretical values

from periodic DFT geometry optimization as compared to

experimental IAM refinements; the RMSD values were 0.05

and 0.08 Å for TAAM and IAM, respectively (Table 2). When

compared to experimental average neutron distances (1.033 Å

for N+—H, 1.099 Å for Csp3—H, 1.092 Å for Csp3—H2 and

1.077 Å for Csp3—H3) (Allen & Bruno, 2010) or to the

neutron diffraction structure in the case of urea (Swaminathan

et al., 1984), the experimental TAAM refinement values were

closer only for l-alanine and urea. For �-glycine, the experi-

mental IAM refinement values were more similar to the

average neutron distances. All the above differences observed

for the X—H bond lengths were, however, on the border of

being statistically significant. They were bigger by only 2–4

times than the experimental s.u. values (Table S3), the latter

being on average equal to 0.03 and 0.04 Å for the TAAM and

IAM refinements, respectively.

The IAM and TAAM refinements on the simulated data

showed similar trends for the X—H bonds as seen from the

experimental data. The simulated IAM X—H bonds were

usually longer than for TAAM [Figs. S10(d)–(f)], with an

RMSD of 0.012 Å (Table 2), and were usually longer than

their target theoretical values from periodic DFT geometry

optimization, with an RMSD of 0.011 Å. The simulated

TAAM X—H bonds differed from their target values by a

similar value (the RMSD was 0.013 Å), but sometimes they

were too short and sometimes too long. All the differences

were on the border of statistical significance, i.e. they were

only 2–4 times the s.u. values. The s.u. values were on average

equal to 0.004 and 0.003 Å for the simulated IAM and TAAM,

respectively.

It is clear, however, that the X—H bond lengths from

electron diffraction were significantly more accurate than the

experimental X—H bond lengths from IAM refinements

against X-ray diffraction data [Figs. S10(d)–(f)] (Escudero-

Adán et al., 2014; Aree et al., 2012; Jha et al., 2020), the latter

method underestimated their values by ca 0.18 Å (RMSD

between the experimental IAM refinements on the 3D ED

and on the X-ray diffraction data).

4.4.3. Valence angles for non-H atoms. Valence angles for

non-H atoms in all three compounds resulting from experi-

mental IAM and TAAM refinements (Fig. S11) were very

similar to each other (differences smaller than the respective

s.u. values; Table 2) and chemically satisfactorily similar to

refinements on the simulated data and target values from

periodic DFT geometry optimization (differences within 4 s.u.;

Table S3). The simulated data confirmed that the IAM and

TAAM refinements led to very similar accuracy in valence

angle determination.

4.4.4. Atomic displacement parameters for non-H atoms.

To analyze the atomic displacement parameters, we focused

on the Ueq values for the non-H atoms and the Uiso values for

the H atoms. The Ueq parameters for the non-H atoms in all

three compounds from the experimental IAM refinements

were always smaller, by ca 4–8%, compared to TAAM

[Figs. S12(a)–(c)], with an RMSD of 0.0009 Å� 2 (Table 3). The

differences were, however, statistically insignificant; they were

within 1 s.u. (Table S4). Similar trends were also visible in the

simulated data, with ca 3–7% differences and an overall

RMSD of 0.00056 Å� 2. For the simulated data, the differences

electron diffraction

Acta Cryst. (2024). C80, 264–277 Kumar et al. � TAAM refinement on high-resolution 3D ED/MicroED data 273

Figure 10
2D Fourier deformation electrostatic potential map (Å� 2) of the urea
crystal computed from TAAM–IAM difference on the structure from
experimental TAAM refinement. The 2D map is plotted on the plane
passing through all the atoms of the central molecule.

Table 3
Root-mean-square deviation (RMSD) for Ueq of the non-H atoms and Uiso of the H atoms in l-alanine, �-glycine and urea.

‘Target’ reference values are explained in Table S1 of the supporting information.

RMSD IAMvsTAAM IAMvsTarget TAAMvsTarget

Ueq (Å� 2) Experimental All compounds 0.0009 0.0088 0.0095
l-Alanine 0.0010 0.0132 0.0141
�-Glycine 0.0008 0.0023 0.0031
Urea 0.0010 0.0023 0.0027

Simulated All compounds 0.00056 0.00029 0.00041
Uiso (Å� 2) Experimental All compounds 0.005 0.019 0.015

l-Alanine 0.006 0.016 0.011
�-Glycine 0.002 0.003 0.003
Urea 0.008 0.041 0.034

Simulated All compounds 0.0035 0.0040 0.0023

http://doi.org/10.1107/S2053229624005357


were on the border of being statistically significant; they were

within 3–4 s.u.

By comparing the results of the refinements on the simu-

lated data to their target values, it could be concluded that

IAM refinements usually led to smaller values of Ueq than the

expected target values [Figs. S12(a)–(c)], with an RMSD of

0.00029 Å� 2, and TAAM refinements led for some atoms to

too large and for others to too small values, with an overall

RMSD of 0.00041 Å� 2. All the differences were again statis-

tically on the border of being significant; they were within 3

s.u. The benefits of using TAAM over IAM were almost

neglegible for the simulated data from this work; however,

they were very visible in the case of the published simulated

data for carbamazepine (Gruza et al., 2020), paracetamol and

1-methyluracil (Olech, 2022). A more extended analysis of the

refinements on the simulated data showed that the behaviour

of the refined values of the ADPs are strongly dependent on

the resolution of the data. Indeed, for a resolution of dmin =

0.83 Å, i.e. worse than in this work, the IAM refinement could

lead to Ueq values for the non-H atoms smaller by 34–74%

than their expected target values, whereas the TAAM

refinements could lead to values only up to 7% different.

The experimental IAM and TAAM Ueq parameters for the

non-H atoms in l-alanine and �-glycine were, on the other

hand, significantly larger, by ca 116–124 and 30–40%,

respectively, than the experimental reference data from high-

resolution X-ray diffraction at 100 K (which were also target

values for the simulated data) (Escudero-Adán et al., 2014;

Aree et al., 2012). For l-alanine, the RMSDs were 0.0132 and

0.0141 Å� 2 for IAM and TAAM, respectively (Table 3), and

they were more than 16 times larger than the average s.u.

values (Table S4). For �-glycine, the RMSD values were much

smaller (0.0023 and 0.0031 Å� 2 for IAM and TAAM,

respectively) and on the border of being statistically signifi-

cant. A somewhat similar situation was seen for the experi-

mental Ueq values for urea; here the RMSDs had very similar

values (0.0023 and 0.0027 Å� 2) when compared to the refer-

ence neutron diffraction data from 123 K (the target values for

simulated data) (Swaminathan et al., 1984) and similarly were

on the border of being statistically significant, though for urea

the trend that all Ueq values were larger than for the reference

was not observed.

The huge difference for Ueq for l-alanine is even more

strange when we consider the fact that the reference X-ray

data were collected at 100 K and the 3D ED experiment in this

work was conducted at 81 K; hence, smaller values were

expected. Even when compared to the l-alanine structure

determined at 150 K by neutron diffraction (Malaspina et al.,

2019), the non-H Ueq parameters from this work were still

larger. Because TAAM refinement against simulated data led

to Ueq parameters differing from their target values by only ca

�3%, some effects other than the scattering model must have

led to such large 3D ED experimental ADPs, most probably

radiation damage and possibly dynamical scattering.

The non-H Ueq parameters from the published 3D ED data

for l-alanine (Khouchen et al., 2023) were also higher (by

23%) than the reference X-ray diffraction data, but 78% lower

than the experimental IAM refinement results presented in

this work. The Ueq values of the non-H atoms for �-glycine

from the first published 3D ED data (Broadhurst et al., 2020)

were bigger by ca 50 and 170% when compared to the

experimental IAM refinement and reference X-ray diffraction

values from this work, respectively. Accordingly, the Ueq

values from the second published data (Klar et al., 2023)

(kinematical refinement) were bigger by ca 52 and 193% when

compared to the experimental IAM refinement and reference

values from this work, respectively. After dynamical refine-

ment, the Ueq values became smaller compared to the kine-

matical ones and were bigger by ca 12 and 55% when

compared to the IAM and X-ray reference from this work,

respectively. Apparently, the dynamical approach may signif-

icantly lower the size of the atomic displacement parameters,

but still none of the 3D ED data for l-alanine and �-glycine,

from this work or published, reached the values expected for

the temperature at which the data were collected.

4.4.5. Atomic displacement parameters for H atoms. In the

case of the H atoms, the experimental Uiso parameters from

the IAM refinements differed from those of the TAAM

refinements by an RMSD of 0.005 Å� 2, which converts to ca

15%, but the difference was either positive or negative

[Figs. S12(d)–(f)] and were statistically insignificant due to

being smaller than 1 s.u. (Table S4). The IAM Uiso parameters

for the H atoms from refinements on the simulated data were

always smaller than from TAAM, by an RMSD of 0.0035 Å� 2

(ca 13%), the difference being statistically significant (equal to

7 s.u.). The simulated TAAM values were always closer to

their target values than IAM; the RMSD values were 0.0023

and 0.0040 Å� 2, respectively.

Similarly, as for the non-H atoms, the experimental Uiso

values for most of the H atoms in l-alanine [Fig. S12(d)]

tended to be bigger compared to the reference values esti-

mated by the SHADE method for 100 K, with RMSDs of

0.016 and 0.011 Å� 2 for IAM and TAAM, respectively, though

the relative differences (53 and 39%) were not as large as for

the non-H atoms. For �-glycine and urea, the Uiso values of the

H atoms were sometimes bigger and sometimes smaller

compared to the reference values estimated by the SHADE

method for 100 K in the case of �-glycine and to the reference

neutron diffraction data from 123 K (Swaminathan et al.,

1984) in the case of urea [Figs. S12(e) and S12(f)]. For

�-glycine, the Uiso values differed by an overall RMSD of

0.003 Å� 2 for both IAM and TAAM, the differences being

very small and statisticaly insignificant. For urea, the overall

RMSDs were 0.041 and 0.034 Å� 2 for IAM and TAAM,

respectively, which were large but still on the border of being

statistically significant if individual s.u. values for the two H

atoms in urea were taken into account [Fig. S12(f)].

5. Conclusions

We collected relatively good quality and complete high-reso-

lution 3D ED data on l-alanine, �-glycine and urea single

crystals. We determined the crystal structures of all three

compounds via the kinematical approach. We performed IAM

electron diffraction
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kinematical refinements against experimental data without

any restraints or constraints on the coordinates or the ADPs,

including H atoms which were initially visible in Fourier

difference maps. After the IAM refinements, all the aniso-

tropic ADPs of the non-H atoms were positively definite for

all three compounds.

Residual electrostatic potential maps after the IAM kine-

matical refinements showed the dominance of negative peaks

located mostly at the lone electron pair and bonding regions.

Refinements on the simulated data confirmed that the

experimental residual potentials qualitatively resembled the

expected deformation electrostatic potential.

The TAAM kinematical refinements applied to the 3D ED

experimental data visibly improved all fitting statistics

compared to IAM, showing that TAAM is a better physical

model than IAM. After TAAM refinements, the R1 factors

decreased and the residual electrostatic potentials were more

featureless compared to IAM; in particular, the negative

regions were visibly reduced.

The TAAM refinements on the 3D ED data did not

improve the accuracy of the bond lengths between the non-H

atoms when compared to IAM. The IAM refinements already

led to satisfactory accurate non-H-atom bond lengths, though

the s.u. values for the experimental data were somewhat large.

The H-atom positions from the IAM kinematical refine-

ments on the 3D ED experimental data were much more

accurate when compared to the reference IAM refinements on

the X-ray diffraction data. The IAM refinements had,

however, the tendency to lead to slightly longer X—H bond

lengths than TAAM, and TAAM refinements had the poten-

tial to further improve the accuracy of these bonds. The

experimentally observed differences were, however, of the

same magnitude as the s.u. values.

Relatively large s.u. values for structural parameters refined

against experimental 3D ED data partially came from very

large uncertainities in the determination of the unit-cell

parameters. This shows the importance of designing special

protocols correcting for geometrical distortions during the 3D

ED data reduction specific for particular electron microscopes

(Brázda et al., 2022; Gruene et al., 2022).

Atomic displacement parameters from the kinematical

refinements on the 3D ED experimental data were too large

by tens of percent for two of the three studied compounds.

Most probably, other, unmodelled, effects were causing this

behaviour, such as radiation damage or dynamical scattering.

The study has shown that with the current experimental set-

up it is possible to observe details of electrostatic potential

deformations due to chemical bonding in organic crystals. The

observations qualitatively agree with the simulated data. The

deformation signal is strong enough to see the benefits of

using a more accurate potential model (TAAM) in achieving a

better fit of the model to the experimental data. A more

accurate data treatment leading to a more precise determi-

nation of the unit-cell parameters and a correction for radia-

tion damage, as well as the application of dynamical dif-

fraction theory necessary to achieve more accurate structural

parameters, fully benefit from a more accurate TAAM scat-

tering model and performing quantitative charge density

refinement against 3D ED data to extract all the information

hidden in the experimental data.

6. Data availability

Raw diffraction images and associated data are available

online using the following doi: 10.18150/BPNVDX, 10.18150/

XCCVDQ and 10.18150/A3WJKN (Dominiak et al., 2024a,b,

c) [RepOD (https://repod.icm.edu.pl/), Repository for Open

Data, Interdisciplinary Centre for Mathematical and

Computational Modelling, University of Warsaw, Warsaw,

Poland]. The CIF files with results from all refinements

presented in this work are provided in the supporting infor-

mation or can be retrieved free-of-charge from the Cambridge

Structural Database (CSD) (Groom et al., 2016) (deposition

numbers: CCDC 2361112–2361117).
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TAAM refinement on high-resolution experimental and simulated 3D 

ED/MicroED data for organic molecules

Anil Kumar, Kunal Kumar Jha, Barbara Olech, Tomasz Goral, Maura Malinska, Krzysztof 

Woźniak and Paulina Maria Dominiak

Computing details 

L-Alanine (LAlaIAM) 

Crystal data 

C3H7NO2

Mr = 89.09
Orthorhombic, P212121

a = 5.89 (7) Å
b = 5.99 (11) Å
c = 12.22 (8) Å
V = 431 (10) Å3

Z = 4

F(000) = 67.016
Dx = 1.372 Mg m−3

Electron radiation, λ = 0.02510 Å
Cell parameters from 1519 reflections
θ = 0.2–1.3°
µ = 0.000 mm−1

T = 81 K
Niddle

Data collection 

ThermoFisher 200kV Glacios TEM with CetaD 
CMOS 
diffractometer

Radiation source: electron diffractometer
None monochromator
continuous rotation electron diffraction scans
Absorption correction: multi-scan 

(CrysAlis PRO; Rigaku OD, 2024)
Tmin = 0.069, Tmax = 1.000

5996 measured reflections
2145 independent reflections
1178 reflections with I ≥ 2u(I)
Rint = 0.166
θmax = 1.3°, θmin = 0.2°
h = −10→10
k = −9→9
l = −21→21

Refinement 

Refinement on F2

Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.139
wR(F2) = 0.420
S = 1.19
2145 reflections
83 parameters
0 restraints
0 constraints
Primary atom site location: iterative

All H-atom parameters refined
w = 1/[σ2(Fo

2) + (0.2P)2] 
where P = (Fo

2 + 2Fc
2)/3

(Δ/σ)max = 0.001
Δρmax = 0.20 e Å−3

Δρmin = −0.20 e Å−3

Absolute structure: Hooft, R.W.W., Straver, 
L.H. & Spek, A.L. (2010). J. Appl. Cryst. 43, 
665-668.

Absolute structure parameter: 1 (23)
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Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 

x y z Uiso*/Ueq

O1 0.2386 (5) 0.5551 (7) 0.6849 (3) 0.0258 (7)
O2 0.3732 (6) 0.2717 (7) 0.5842 (3) 0.0276 (8)
C1 0.3973 (6) 0.4431 (9) 0.6424 (3) 0.0221 (8)
C2 0.6451 (6) 0.5292 (8) 0.6617 (3) 0.0209 (8)
H1 0.664 (4) 0.573 (6) 0.754 (2) 0.034 (5)*
N1 0.8147 (5) 0.3483 (8) 0.6373 (3) 0.0242 (8)
H2 0.803 (3) 0.287 (4) 0.5592 (16) 0.020 (3)*
H3 0.983 (4) 0.416 (5) 0.652 (2) 0.035 (5)*
H4 0.785 (4) 0.228 (5) 0.695 (2) 0.030 (5)*
C3 0.6940 (7) 0.7342 (10) 0.5912 (4) 0.0261 (9)
H5 0.695 (7) 0.664 (9) 0.498 (4) 0.063 (10)*
H6 0.561 (8) 0.841 (9) 0.615 (3) 0.064 (10)*
H7 0.874 (5) 0.788 (6) 0.615 (2) 0.043 (7)*

Atomic displacement parameters (Å2) 

U11 U22 U33 U12 U13 U23

O1 0.0187 (10) 0.033 (2) 0.0257 (14) −0.0020 (12) 0.0003 (9) 0.0019 (12)
O2 0.0245 (12) 0.031 (2) 0.0275 (15) −0.0012 (11) −0.0025 (10) −0.0065 (13)
C1 0.0198 (13) 0.023 (2) 0.0234 (17) 0.0003 (13) −0.0008 (11) −0.0019 (15)
C2 0.0198 (14) 0.021 (2) 0.0220 (16) −0.0035 (12) 0.0000 (11) 0.0010 (13)
N1 0.0182 (11) 0.033 (2) 0.0217 (14) 0.0008 (11) −0.0002 (10) −0.0007 (13)
C3 0.0241 (16) 0.025 (3) 0.029 (2) −0.0009 (14) 0.0027 (13) −0.0005 (16)

Geometric parameters (Å, º) 

O1—C1 1.262 (12) N1—H2 1.02 (2)
O2—C1 1.257 (16) N1—H3 1.08 (3)
C1—C2 1.566 (17) N1—H4 1.02 (3)
C2—H1 1.16 (3) C3—H5 1.21 (5)
C2—N1 1.505 (17) C3—H6 1.05 (5)
C2—C3 1.528 (19) C3—H7 1.15 (3)

O2—C1—O1 125.7 (4) H3—N1—H2 110.4 (19)
C2—C1—O1 117.0 (4) H4—N1—C2 104.9 (15)
C2—C1—O2 117.4 (4) H4—N1—H2 112 (2)
H1—C2—C1 108.1 (13) H4—N1—H3 108 (2)
N1—C2—C1 110.6 (4) H5—C3—C2 105 (2)
N1—C2—H1 106.8 (15) H6—C3—C2 101 (3)
C3—C2—C1 110.9 (3) H6—C3—H5 118 (3)
C3—C2—H1 110.4 (18) H7—C3—C2 105.0 (17)
C3—C2—N1 110.0 (3) H7—C3—H5 109 (2)
H2—N1—C2 113.3 (12) H7—C3—H6 117 (3)
H3—N1—C2 107.7 (17)
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O1—C1—C2—N1 162.8 (4) O2—C1—C2—N1 −18.7 (5)
O1—C1—C2—C3 −74.9 (5) O2—C1—C2—C3 103.6 (5)

L-Alanine (LAlaTAAM) 

Crystal data 

C3H7NO2

Mr = 89.09
Orthorhombic, P212121

a = 5.89 (7) Å
b = 5.99 (11) Å
c = 12.22 (8) Å
V = 431 (10) Å3

Z = 4

F(000) = 67.016
Dx = 1.372 Mg m−3

Electron radiation, λ = 0.02510 Å
Cell parameters from 1519 reflections
θ = 0.2–1.3°
µ = 0.000 mm−1

T = 81 K
Niddle

Data collection 

ThermoFisher 200kV Glacios TEM with CetaD 
CMOS 
diffractometer

Radiation source: electron diffractometer
None monochromator
continuous rotation electron diffraction scans
Absorption correction: multi-scan 

(CrysAlis PRO; Rigaku OD, 2024)
Tmin = 0.069, Tmax = 1.000

5996 measured reflections
2145 independent reflections
1178 reflections with I ≥ 2u(I)
Rint = 0.166
θmax = 1.3°, θmin = 0.2°
h = −10→10
k = −9→9
l = −21→21

Refinement 

Refinement on F2

Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.131
wR(F2) = 0.414
S = 1.17
2145 reflections
83 parameters
0 restraints
0 constraints
Primary atom site location: iterative

All H-atom parameters refined
w = 1/[σ2(Fo

2) + (0.2P)2] 
where P = (Fo

2 + 2Fc
2)/3

(Δ/σ)max = 0.001
Δρmax = 0.20 e Å−3

Δρmin = −0.17 e Å−3

Absolute structure: Hooft, R.W.W., Straver, 
L.H. & Spek, A.L. (2010). J. Appl. Cryst. 43, 
665-668.

Absolute structure parameter: 1 (23)

Special details 

Refinement. Refinement using NoSpherA2, an implementation of NOn-SPHERical Atom-form-factors in Olex2. Please 
cite: F. Kleemiss et al. Chem. Sci. DOI 10.1039/D0SC05526C - 2021
TAAM/MATTS refinement. Uses aspherical atomic scattering factors computed by DiSCaMB library (Chodkiewicz et 
al., J. Appl. Cryst., 2018, 51, 193-199) from multipolar model (Hansen & Coppens, Acta Cryst. A, 1978, 34, 909-921) 
parametrized using the MATTS2021 databank (Jha, et al., J. Chem. Inf. Model., 2022, 62, 3752-3765) Refinement 
performed with discamb2TAAMtsc v2.006 The following options were used: SOFTWARE: DISCAMB DATE: 
2024-03-19_12-22-31

Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 

x y z Uiso*/Ueq

O1 0.2386 (5) 0.5554 (7) 0.6849 (3) 0.0266 (7)
O2 0.3731 (5) 0.2717 (7) 0.5841 (3) 0.0293 (8)
C1 0.3973 (6) 0.4435 (9) 0.6423 (3) 0.0231 (8)
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C2 0.6448 (6) 0.5302 (8) 0.6618 (3) 0.0213 (8)
H1 0.661 (4) 0.574 (5) 0.751 (2) 0.033 (4)*
N1 0.8149 (5) 0.3483 (8) 0.6374 (3) 0.0247 (7)
H2 0.801 (3) 0.286 (4) 0.5610 (16) 0.025 (3)*
H3 0.982 (4) 0.410 (5) 0.651 (2) 0.034 (4)*
H4 0.787 (4) 0.231 (5) 0.6943 (19) 0.032 (4)*
C3 0.6943 (7) 0.7338 (9) 0.5912 (4) 0.0272 (9)
H5 0.695 (5) 0.672 (8) 0.504 (3) 0.050 (7)*
H6 0.571 (7) 0.849 (8) 0.617 (3) 0.059 (8)*
H7 0.870 (5) 0.794 (6) 0.615 (2) 0.041 (6)*

Atomic displacement parameters (Å2) 

U11 U22 U33 U12 U13 U23

O1 0.0200 (10) 0.034 (2) 0.0258 (13) −0.0016 (11) 0.0003 (9) 0.0020 (11)
O2 0.0255 (12) 0.034 (2) 0.0283 (15) −0.0012 (11) −0.0033 (10) −0.0067 (13)
C1 0.0200 (13) 0.024 (2) 0.0252 (17) −0.0001 (13) −0.0010 (11) −0.0009 (15)
C2 0.0205 (13) 0.020 (2) 0.0237 (16) −0.0030 (12) 0.0002 (10) 0.0010 (13)
N1 0.0191 (11) 0.032 (2) 0.0232 (14) 0.0012 (11) −0.0003 (10) −0.0009 (13)
C3 0.0248 (15) 0.028 (3) 0.0289 (19) −0.0004 (14) 0.0029 (13) −0.0007 (15)

Geometric parameters (Å, º) 

O1—C1 1.263 (12) N1—H2 1.01 (2)
O2—C1 1.259 (16) N1—H3 1.06 (3)
C1—C2 1.566 (17) N1—H4 1.00 (3)
C2—H1 1.13 (3) C3—H5 1.13 (4)
C2—N1 1.510 (17) C3—H6 1.05 (4)
C2—C3 1.522 (19) C3—H7 1.13 (3)

O2—C1—O1 125.7 (4) H3—N1—H2 110.1 (18)
C2—C1—O1 116.7 (4) H4—N1—C2 104.9 (14)
C2—C1—O2 117.6 (3) H4—N1—H2 112 (2)
H1—C2—C1 107.8 (13) H4—N1—H3 107.1 (19)
N1—C2—C1 110.4 (4) H5—C3—C2 106 (2)
N1—C2—H1 107.5 (14) H6—C3—C2 103 (2)
C3—C2—C1 111.0 (3) H6—C3—H5 120 (3)
C3—C2—H1 110.3 (16) H7—C3—C2 106.5 (16)
C3—C2—N1 109.8 (3) H7—C3—H5 110 (2)
H2—N1—C2 113.3 (12) H7—C3—H6 110 (3)
H3—N1—C2 109.3 (16)

O1—C1—C2—N1 162.7 (4) O2—C1—C2—N1 −18.6 (5)
O1—C1—C2—C3 −75.3 (5) O2—C1—C2—C3 103.4 (5)
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α-Glycine (aGlyIAM) 

Crystal data 

C2H5NO2

Mr = 75.07
Monoclinic, P21/n
a = 5.11 (10) Å
b = 11.81 (10) Å
c = 5.44 (8) Å
β = 113.1 (13)°
V = 302 (9) Å3

Z = 4

F(000) = 53.492
Dx = 1.650 Mg m−3

Electron radiation, λ = 0.02510 Å
Cell parameters from 1424 reflections
θ = 0.1–1.3°
µ = 0.000 mm−1

T = 81 K
Plate

Data collection 

ThermoFisher 200kV Glacios TEM with CetaD 
CMOS 
diffractometer

Radiation source: electron diffractometer
None monochromator
continuous rotation electron diffraction scans
Absorption correction: multi-scan 

(CrysAlis PRO; Rigaku OD, 2024)
Tmin = 0.702, Tmax = 1.000

3755 measured reflections
1274 independent reflections
777 reflections with I ≥ 2u(I)
Rint = 0.166
θmax = 1.3°, θmin = 0.2°
h = −9→9
k = −18→17
l = −9→9

Refinement 

Refinement on F2

Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.160
wR(F2) = 0.393
S = 1.16
1274 reflections
66 parameters
0 restraints

0 constraints
Primary atom site location: iterative
All H-atom parameters refined
w = 1/[σ2(Fo

2) + (0.2P)2] 
where P = (Fo

2 + 2Fc
2)/3

(Δ/σ)max = 0.001
Δρmax = 0.32 e Å−3

Δρmin = −0.41 e Å−3

Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 

x y z Uiso*/Ueq

O2 0.1961 (5) 0.4054 (3) 0.2638 (5) 0.0103 (5)
C2 0.4380 (7) 0.3542 (3) 0.7117 (6) 0.0078 (6)
O1 0.6541 (5) 0.3590 (3) 0.3942 (5) 0.0119 (6)
N1 0.2026 (6) 0.4114 (3) 0.7593 (5) 0.0096 (6)
C1 0.4282 (6) 0.3754 (3) 0.4336 (6) 0.0076 (6)
H1 0.648 (5) 0.381 (3) 0.854 (5) 0.022 (4)*
H2 0.431 (4) 0.265 (2) 0.750 (4) 0.020 (4)*
H3 0.013 (5) 0.384 (2) 0.626 (5) 0.021 (4)*
H5 0.216 (4) 0.3969 (19) 0.960 (4) 0.015 (3)*
H4 0.201 (4) 0.496 (2) 0.722 (4) 0.018 (4)*

Atomic displacement parameters (Å2) 

U11 U22 U33 U12 U13 U23

O2 0.0106 (10) 0.0170 (16) 0.0040 (9) 0.0026 (7) 0.0035 (8) 0.0017 (7)
C2 0.0096 (11) 0.0078 (18) 0.0057 (12) 0.0019 (9) 0.0027 (10) 0.0008 (8)
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O1 0.0104 (10) 0.0194 (17) 0.0063 (10) −0.0003 (8) 0.0038 (9) −0.0008 (7)
N1 0.0113 (11) 0.0125 (17) 0.0059 (11) 0.0019 (8) 0.0044 (9) −0.0002 (8)
C1 0.0060 (11) 0.0124 (19) 0.0042 (11) 0.0008 (9) 0.0018 (9) −0.0004 (9)

Geometric parameters (Å, º) 

O2—C1 1.23 (3) O1—C1 1.27 (2)
C2—N1 1.49 (2) N1—H3 1.01 (3)
C2—C1 1.52 (2) N1—H5 1.08 (2)
C2—H1 1.10 (3) N1—H4 1.02 (3)
C2—H2 1.08 (3)

C1—C2—N1 112.7 (3) H5—N1—H3 109.7 (16)
H1—C2—N1 112.2 (13) H4—N1—C2 110.7 (10)
H1—C2—C1 107.3 (11) H4—N1—H3 104 (2)
H2—C2—N1 108.7 (10) H4—N1—H5 110.6 (16)
H2—C2—C1 111.5 (11) C2—C1—O2 116.1 (3)
H2—C2—H1 104.2 (19) O1—C1—O2 126.0 (3)
H3—N1—C2 110.2 (13) O1—C1—C2 117.9 (3)
H5—N1—C2 111.6 (11)

O2—C1—C2—N1 −20.7 (4)

α-Glycine (aGlyTAAM) 

Crystal data 

C2H5NO2

Mr = 75.07
Monoclinic, P21/n
a = 5.11 (10) Å
b = 11.81 (10) Å
c = 5.44 (8) Å
β = 113.1 (13)°
V = 302 (9) Å3

Z = 4

F(000) = 53.492
Dx = 1.650 Mg m−3

Electron radiation, λ = 0.02510 Å
Cell parameters from 1424 reflections
θ = 0.1–1.3°
µ = 0.000 mm−1

T = 81 K
Plate

Data collection 

ThermoFisher 200kV Glacios TEM with CetaD 
CMOS 
diffractometer

Radiation source: electron diffractometer
None monochromator
continuous rotation electron diffraction scans
Absorption correction: multi-scan 

(CrysAlis PRO; Rigaku OD, 2024)
Tmin = 0.702, Tmax = 1.000

3755 measured reflections
1274 independent reflections
777 reflections with I ≥ 2u(I)
Rint = 0.166
θmax = 1.3°, θmin = 0.2°
h = −9→9
k = −18→17
l = −9→9

Refinement 

Refinement on F2

Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.147
wR(F2) = 0.379

S = 1.11
1274 reflections
66 parameters
0 restraints
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0 constraints
Primary atom site location: iterative
All H-atom parameters refined

w = 1/[σ2(Fo
2) + (0.2P)2] 

where P = (Fo
2 + 2Fc

2)/3
(Δ/σ)max = 0.001
Δρmax = 0.29 e Å−3

Δρmin = −0.32 e Å−3

Special details 

Refinement. Refinement using NoSpherA2, an implementation of NOn-SPHERical Atom-form-factors in Olex2. Please 
cite: F. Kleemiss et al. Chem. Sci. DOI 10.1039/D0SC05526C - 2021
TAAM/MATTS refinement. Uses aspherical atomic scattering factors computed by DiSCaMB library (Chodkiewicz et 
al., J. Appl. Cryst., 2018, 51, 193-199) from multipolar model (Hansen & Coppens, Acta Cryst. A, 1978, 34, 909-921) 
parametrized using the MATTS2021 databank (Jha, et al., J. Chem. Inf. Model., 2022, 62, 3752-3765) Refinement 
performed with discamb2TAAMtsc v2.006 The following options were used: SOFTWARE: DISCAMB DATE: 
2024-03-19_12-20-51

Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 

x y z Uiso*/Ueq

O2 0.1958 (5) 0.4054 (2) 0.2637 (5) 0.0112 (5)
C2 0.4390 (6) 0.3541 (3) 0.7119 (6) 0.0085 (6)
O1 0.6541 (5) 0.3590 (3) 0.3939 (5) 0.0126 (6)
N1 0.2025 (6) 0.4116 (3) 0.7592 (5) 0.0105 (6)
C1 0.4281 (6) 0.3756 (3) 0.4332 (6) 0.0084 (6)
H1 0.643 (4) 0.382 (2) 0.853 (4) 0.019 (3)*
H2 0.435 (4) 0.267 (2) 0.751 (4) 0.022 (4)*
H3 0.012 (4) 0.383 (2) 0.633 (4) 0.023 (3)*
H5 0.211 (4) 0.3969 (17) 0.960 (3) 0.016 (3)*
H4 0.205 (4) 0.496 (2) 0.724 (4) 0.019 (3)*

Atomic displacement parameters (Å2) 

U11 U22 U33 U12 U13 U23

O2 0.0114 (10) 0.0178 (15) 0.0046 (9) 0.0025 (7) 0.0034 (8) 0.0016 (6)
C2 0.0101 (11) 0.0089 (18) 0.0069 (12) 0.0024 (8) 0.0038 (10) 0.0008 (8)
O1 0.0109 (10) 0.0198 (16) 0.0076 (10) −0.0005 (7) 0.0042 (9) −0.0010 (7)
N1 0.0117 (11) 0.0140 (16) 0.0068 (10) 0.0023 (8) 0.0048 (9) −0.0002 (8)
C1 0.0072 (11) 0.0127 (18) 0.0050 (11) 0.0005 (9) 0.0021 (9) −0.0010 (8)

Geometric parameters (Å, º) 

O2—C1 1.23 (3) O1—C1 1.27 (2)
C2—N1 1.49 (2) N1—H3 1.00 (3)
C2—C1 1.52 (2) N1—H5 1.09 (2)
C2—H1 1.08 (3) N1—H4 1.01 (3)
C2—H2 1.05 (3)

C1—C2—N1 112.5 (3) H5—N1—H3 106.2 (14)
H1—C2—N1 111.3 (11) H4—N1—C2 110.1 (9)
H1—C2—C1 107.8 (10) H4—N1—H3 106.1 (18)
H2—C2—N1 109.1 (10) H4—N1—H5 110.2 (14)
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H2—C2—C1 111.7 (11) C2—C1—O2 116.2 (2)
H2—C2—H1 104.1 (17) O1—C1—O2 126.1 (3)
H3—N1—C2 111.4 (12) O1—C1—C2 117.7 (3)
H5—N1—C2 112.6 (10)

O2—C1—C2—N1 −20.8 (4)

Urea (UreaIAM) 

Crystal data 

CH4N2O
Mr = 60.06
Tetragonal, P421m
a = 5.596 (3) Å
c = 4.7164 (17) Å
V = 147.70 (11) Å3

Z = 2
F(000) = 21.314

Dx = 1.350 Mg m−3

Electron radiation, λ = 0.02510 Å
Cell parameters from 950 reflections
θ = 0.1–1.3°
µ = 0.000 mm−1

T = 81 K
Plate

Data collection 

ThermoFisher 200kV Glacios TEM with CetaD 
CMOS 
diffractometer

Radiation source: electron diffractometer
None monochromator
continuous rotation electron diffraction scans
Absorption correction: multi-scan 

(CrysAlis PRO; Rigaku OD, 2024)
Tmin = 0.546, Tmax = 1.000

1772 measured reflections
457 independent reflections
344 reflections with I ≥ 2u(I)
Rint = 0.130
θmax = 1.3°, θmin = 0.2°
h = −9→9
k = −8→8
l = −8→8

Refinement 

Refinement on F2

Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.176
wR(F2) = 0.400
S = 1.39
457 reflections
21 parameters
0 restraints
0 constraints
Primary atom site location: dual

All H-atom parameters refined
w = 1/[σ2(Fo

2) + (0.2P)2] 
where P = (Fo

2 + 2Fc
2)/3

(Δ/σ)max = 0.001
Δρmax = 0.25 e Å−3

Δρmin = −0.32 e Å−3

Absolute structure: Hooft, R.W.W., Straver, 
L.H. & Spek, A.L. (2010). J. Appl. Cryst. 43, 
665-668.

Absolute structure parameter: 1 (23)

Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 

x y z Uiso*/Ueq

O1 0.5 1.0 0.4048 (9) 0.0157 (9)
C1 0.5 1.0 0.6697 (12) 0.0148 (11)
N1 0.6445 (6) 0.8555 (6) 0.8218 (8) 0.0210 (10)
H1 0.765 (4) 0.735 (4) 0.723 (5) 0.021 (5)*
H2 0.602 (12) 0.898 (12) 1.077 (14) 0.09 (2)*
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Atomic displacement parameters (Å2) 

U11 U22 U33 U12 U13 U23

O1 0.0215 (14) 0.0215 (14) 0.0039 (12) 0.003 (2) −0.000000 0.000000
C1 0.0198 (17) 0.0198 (17) 0.0048 (16) 0.002 (3) −0.000000 0.000000
N1 0.0273 (14) 0.0273 (14) 0.0085 (11) 0.013 (2) −0.0009 (8) 0.0009 (8)

Geometric parameters (Å, º) 

O1—C1 1.249 (7) N1—H1 1.06 (3)
C1—N1i 1.350 (6) N1—H2 1.25 (7)
C1—N1 1.350 (6)

N1i—C1—O1 122.1 (3) H1—N1—C1i 121.9 (14)
N1—C1—O1 122.1 (3) H2—N1—C1i 106 (4)
N1—C1—N1i 115.8 (5) H2—N1—H1 132 (4)

Symmetry code: (i) −x+1, −y+2, z.

Urea (UreaTAAM) 

Crystal data 

CH4N2O
Mr = 60.06
Tetragonal, P421m
a = 5.596 (3) Å
c = 4.7164 (17) Å
V = 147.70 (11) Å3

Z = 2
F(000) = 21.314

Dx = 1.350 Mg m−3

Electron radiation, λ = 0.02510 Å
Cell parameters from 950 reflections
θ = 0.1–1.3°
µ = 0.000 mm−1

T = 81 K
Plate

Data collection 

ThermoFisher 200kV Glacios TEM with CetaD 
CMOS 
diffractometer

Radiation source: electron diffractometer
None monochromator
continuous rotation electron diffraction scans
Absorption correction: multi-scan 

(CrysAlis PRO; Rigaku OD, 2024)
Tmin = 0.546, Tmax = 1.000

1772 measured reflections
457 independent reflections
344 reflections with I ≥ 2u(I)
Rint = 0.130
θmax = 1.3°, θmin = 0.2°
h = −9→9
k = −8→8
l = −8→8

Refinement 

Refinement on F2

Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.163
wR(F2) = 0.387
S = 1.34
457 reflections
21 parameters
0 restraints
0 constraints
Primary atom site location: dual

All H-atom parameters refined
w = 1/[σ2(Fo

2) + (0.2P)2] 
where P = (Fo

2 + 2Fc
2)/3

(Δ/σ)max = −0.0005
Δρmax = 0.24 e Å−3

Δρmin = −0.25 e Å−3

Absolute structure: Hooft, R.W.W., Straver, 
L.H. & Spek, A.L. (2010). J. Appl. Cryst. 43, 
665-668.

Absolute structure parameter: 1 (23)
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Special details 

Refinement. Refinement using NoSpherA2, an implementation of NOn-SPHERical Atom-form-factors in Olex2. Please 
cite: F. Kleemiss et al. Chem. Sci. DOI 10.1039/D0SC05526C - 2021
TAAM/MATTS refinement. Uses aspherical atomic scattering factors computed by DiSCaMB library (Chodkiewicz et 
al., J. Appl. Cryst., 2018, 51, 193-199) from multipolar model (Hansen & Coppens, Acta Cryst. A, 1978, 34, 909-921) 
parametrized using the MATTS2021 databank (Jha, et al., J. Chem. Inf. Model., 2022, 62, 3752-3765) Refinement 
performed with discamb2TAAMtsc v2.006 The following options were used: SOFTWARE: DISCAMB DATE: 
2024-03-19_12-18-56

Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 

x y z Uiso*/Ueq

O1 0.5 1.0 0.4043 (8) 0.0166 (9)
C1 0.5 1.0 0.6701 (12) 0.0157 (10)
N1 0.6445 (6) 0.8555 (6) 0.8221 (8) 0.0222 (10)
H1 0.762 (3) 0.738 (3) 0.726 (5) 0.022 (5)*
H2 0.614 (11) 0.886 (11) 1.064 (9) 0.079 (16)*

Atomic displacement parameters (Å2) 

U11 U22 U33 U12 U13 U23

O1 0.0223 (14) 0.0223 (14) 0.0050 (12) 0.003 (2) −0.000000 0.000000
C1 0.0205 (16) 0.0205 (16) 0.0060 (15) 0.002 (3) −0.000000 0.000000
N1 0.0289 (14) 0.0289 (14) 0.0088 (10) 0.014 (2) −0.0009 (8) 0.0009 (8)

Geometric parameters (Å, º) 

O1—C1 1.254 (7) N1—H1 1.03 (3)
C1—N1i 1.350 (5) N1—H2 1.17 (4)
C1—N1 1.350 (5)

N1i—C1—O1 122.1 (3) H1—N1—C1i 122.0 (13)
N1—C1—O1 122.1 (3) H2—N1—C1i 110 (4)
N1—C1—N1i 115.8 (5) H2—N1—H1 128 (4)

Symmetry code: (i) −x+1, −y+2, z.
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