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Abstract 

The Commission on Powder Diffraction of the IUCr has 
undertaken a round robin of Rietveld refinement with 
the aims of: (i) evaluating a cross section of currently 
used software; (ii) examining the range and effect of 
various strategies of refinement; (iii) assessing the pre- 
cision and accuracy (spread) of the derived parameters; 
(iv) comparing and contrasting various instruments and 
methods of data collection. These aims were addressed 
by circulating to 51 participants upon request: (i) two 
constant-wavelength X-ray and neutron powder diffrac- 
tion patterns collected o n  P b S O 4  for refinement; (ii) a 
sample of phase-pure monoclinic ZrO2 for both data 
collection and refinement. In the latter case, the raw 
data were requested to be returned for reanalysis with a 
'standard' version of Rietveld software and an 'optimal' 
refinement protocol. A total of 23 respondents provided 
18 X-ray and 20 neutron refinements of the PbSO4 
crystal structure from the 'standard' data sets using 12 
different Rietveld analysis programs. These results con- 
stitute Part I of the round robin and have been described 
previously [Hill (1992). J. Appl. Cryst. 25, 589-610]. 
The 28 contributors to the m-Zr02 section of the survey 
were based in 12 countries and collected 27 X-ray and 
14 neutron data sets, using 20 different X-ray and 11 
different neutron powder diffraction instruments. The 
conventional X-ray instruments included 13 reflection 
(flat-plate) and eight transmission (capillary or thin-film) 
machines and used three different radiations (Co, Cu and 
Mo). Two additional flat-plate data sets were collected 
with synchrotron X-rays. The neutron data were col- 
lected on 12 constant-wavelength and two time-of-flight 
instruments, the former utilizing wavelengths between 
1.0 and 1.9,&. The data sets yielded 27 X-ray and 15 
neutron refinements of the m-ZrO2 crystal structure. 
The conditions used for data collection varied widely 
for both types of radiation: wavelengths ranged from 
0.7 to 1.9A, step widths from 0.01 to 0.12°20, step 
counting times from 0.1 to 46 s for X-rays and up to 
30min for neutrons, data-collection time from 4min 
to 3d, maximum step intensities from 350 to 99000 
counts, minimum d spacings from 0.53 to i.17 ~ and 
numbers of unique reflections from 71 to 912 (not 

including the time-of-flight neutron data). Variations in 
resolution between instruments were especially marked 
in the case of the neutron data but were less pronounced 
for the X-ray machines; the two instruments situated 
at synchrotron X-ray sources displayed the narrow- 
est peak widths. The peak-to-background ratios varied 
markedly; in descending order of peak-to-background 
ratio were single-wavelength X-rays (conventional and 
synchrotron sources, using incident-beam monochroma- 
tors), two-wavelength X-rays in parafocusing (reflection) 
mode, two-wavelength X-rays in transmission mode 
and constant-wavelength neutrons. Refinement condi- 
tions were also markedly inconsistent, with the total 
number of refined parameters varying from 20 to 46. 
The major factors associated with lower accuracy of 
the derived crystal structure parameters were: (i) the use 
of insufficiently flexible peak-shape and/or background 
functions; (ii) omission of the high-angle data from the 
refinement, especially the data with d spacings below 
about 1/~; (iii) use of an insufficiently wide range of 
diffraction angles on either side of the peak (i.e. peak 
truncation), especially for the reflection profiles with 
substantial Lorentzian (or Cauchy) character; (iv) poor 
instrumental resolution and/or a peak-to-background ra- 
tio less than about 50; (v) low pattern intensity (i.e. 
maximum step intensity less than about 2000 counts), 
especially at small d spacings; (vi) an observations-to- 
parameters ratio of less than about five. The X-ray- and 
neutron-data Zr-atom coordinates are distributed over 
a relatively narrow and similar range of values about 
the weighted mean values, viz 0.014 to 0.028 ~ and 
0.009 to 0.014/~,, respectively. On the other hand, while 
the values of the O-atom coordinates derived from the 
neutron data are determined with about the same accu- 
racy as those of the Zr-atom ones, viz 0.006 to 0.017/~, 
about the mean, the corresponding values derived from 
the X-ray data are distributed over a very much wider 
range, viz 0.091 to 0.193/~, no doubt due to the lower 
scattering power of the O atom. The atomic displacement 
('thermal') parameters are reasonably determined with 
X-rays when flat-plate reflection-geometry instruments 
are used but transmission geometry produces very poor 
parameters ranging from large negative to large positive 
values; the poor quality of the latter results is due to the 
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strong correlation between displacement and absorption 
effects and the generally smaller number of reflections 
included in the data. All but the lowest-resolution neu- 
tron data support a sensible anisotropic displacement 
ellipsoid for the atoms. The precision and accuracy of 
the population of crystal structural parameters produced 
from the participants' refinements were almost always 
substantially improved by reanalysis of the data using a 
'standard' program and an 'optimal' refinement protocol. 
The mean probable errors, taken as the mean deviations 
of the individual estimates of the parameters from the 
weighted mean value, show that about two-thirds of the 
variation in the m-ZrO2 parameters is due to differences 
in the instrumental and data-collection conditions. The 
remaining one-third of the variation is due to differences 
in the software and/or the refinement strategy used. On 
average, the mean probable errors of the Rietveld pa- 
rameters are larger than their derived estimated standard 
deviations by a factor of around two for coordinates, 
about five for the displacement parameters and around 
16 for unit-cell dimensions. Of the X-ray instruments, 
flat-plate reflection-geometry ones provided the best 
crystal structure parameters for the sample of m-ZrO2 
distributed in this study, but the quality was degraded 
when the data were cut off at d spacings larger than 
about 1 A,. The X-ray transmission geometries produced 
the poorest atomic parameters because of the generally 
poorer peak-to-background ratio and the limited range 
of data available (with resultant lower observations-to- 
parameters ratio). The results obtained with neutron data 
were of roughly equivalent quality to those obtained 
from X-rays in the case of the Zr atom, but neutrons were 
markedly superior for the determination of the O-atom 
coordinates and displacement parameters, as expected. 
The time-of-flight neutron and synchrotron X-ray results 
were not significantly different from those obtained in 
the conventional neutron and better-quality conventional 
X-ray analyses. 

Introduction 

In 1987, the Commission on Powder Diffraction (CPD) 
of the International Union of Crystallography embarked 
upon an intercomparison study of Rietveld refinements 
performed by participants on (i) 'standard' constant- 
wavelength X-ray and neutron powder diffraction pat- 
terns of PbSO4 collected and distributed by the CPD and 
(ii) powder diffraction data collected by the participants 
on a 'standard' sample of monoclinic (m) ZrO2* using 

their in-house instrumentation. The goals of this project 
were: 

(i) to compare a cross section o1 currently used 
Rietveld refinement software; 

(ii) to examine the range and effects of various 
protocols of refinement; 

(iii) to assess the precision and spread of the derived 
model parameters; 

(iv) to compare and contrast various instruments and 
methods of data collection. 

The results of the analysis of the Rietveld refinements 
of the PbSO4 data have been reported by Hill (1992a; 
hereinafter referred to as Part 1). That work provided 
conclusions and recommendations relevant to the first 
two of the above goals of the project. It also provided 
information relevant to the third goal, but only insofar 
as the result related to different refinements of the same 
powder diffraction data set. 

Information about the method of selection and 
distribution of the m-ZrO2 samples was provided in 
Part I. To summarize: after much in-house examination 
of various alternatives, a high-purity m - Z r O 2  from 
the Osaka Cement Company Ltd (OZC-OS, Lot No. 
UP6856; kindly provided by Professor T. Yamanaka, 
Osaka University) was selected for distribution; crys- 
tallographic parameters for this phase are given below. 
Typical X-ray and neutron powder diffraction patterns 
for this sample of m-ZrO2 are shown in Fig. 1. The 
material was provided, upon request, to a total of 45 
individuals or groups in 18 countries over the period 
August 1989 to October 1990 (the closing date for Part 
I); a further six m-ZrO2 samples were distributed up 
to June 1992. 

In the present work, Part II of the series, goals 
(ii) and (iii) are re-examined in relation to different 
diffraction data sets collected on m-ZrO2 and completely 
new information is provided about goal (iv). Specifically, 
the refinement results submitted by each respondent are 
compared and contrasted in a case-by-case manner in 
relation to the data-collection instrument and radiation 
used, the data-collection strategy and the protocol of 
Rietveld refinement. In addition, the raw diffraction data 
collected by each participant are reanalysed using a 
single Rietveld refinement program and a 'standard' (as- 
sumed best practice) refinement strategy, and the results 
are again compared and contrasted. A full multivariate 
statistical analysis of the participant and reanalysis re- 
finements is currently in progress and will be provided 
later as Part III. 

* A sample of the pentasil zeolite ZSM-5, with the tetrapropyl- 
ammonium template molecule resident in the channels of the structure, 
was also circulated with the m-ZrO2 as a more stringent test of instru- 
mental resolution and refinement technique; however, most participants 
(correctly) concluded that this material contained too much crystal size 
broadening to permit a meaningful refinement of the zeolite framework 
structure. Discussion of this material is, therefore, omitted from further 
consideration. 

Instrumentation and data-collection conditions 

Overview of  responses 

Responses were received from the 27 participants and 
groups listed in Table 1 ; this represents a 53% return rate. 
All but one of these respondents contributed to Part If, 
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Table 1. Participants in the project (Parrs I and 11) 

O. Anston and V. l r u n o ~  
(;.  A r t i o h  
II. Boysen 
B. Chakoumakos 
A. N. ( ' hns tcnscn .  J. I-.. Jorgcnsen 

and S. E. Rasmussen 
I ) .  F. ( 'ox  
I.. M. l). ( ' ransv,  ick 
R 1. I)a~ls 
R B Von I)reelc 
J. Fernandc. , -Baca 
P. Fischer 
A. N. l-itch 
A. W. He~.at 
R. J. l l i l l  
V.  l . a n g c r  
A. l .c Bai l  
B. l . cbcch 
C. I.. l . e n g a u c r  
I ) .  L o u c r  
V. MassaroU 
J. Schneidcr 
L. Smrcok 
R t e l l e r  
I G R Tellgrcn 
P-E .  Werner  
R A Young 

i e c h n i e a l  R(' .  I-espoo. t-inland, and Nuclear  Physics Institute. Leningrad. ( ' IS  
Istituto di MincrologJa i Pet rologia .  Univ. Modcna.  I l a l )  
I ns t i t i i t  fiir Kristollographie und Mincralogic .  Univ. Miinchen.  German} 
Solid State Division.  Oak Ridge Nat ional  Labora tory .  Tennessee. USA 
(.'hemistr) Dcpartmcnt. Univ. Aarhus. Denmark  

I )epar tmen!  of Physics. Brookha~en Nat iona l  l . abora to r ) .  USA 
C S I R O  Mineral Products. Port Melbourne .  Victoria.  Australia 
Ansto.  l .ucas  Heights.  NSW. Australia 
l .os Alamos  Nat iona l  I .abora tory .  New Mexico. USA 
Oak  Ridge Na l iona l  L.aboratory. Tennessee.  USA 
F I H .  Zurich.  Sv, i tzer land 
("hemistr)  Depar tment .  I_)ni~. Keele. Fngklnd 
InstJtut I.auc I.ange~in. Grenoble, Prance 
( . 'SIR() Mineral Products, Port Melbourne, Viclona.  Austra l ia  
Inorgamc ('hemistry Department. t_JnB. G6teborg .  Sv, edcn 
Laboratoirc I-luorures. Univ. Maine.  t-rance 
Ph)sics Department. Riso Nat iona l  Labora tory .  I ) cnmark  
t ' n B .  Sal.,burg. Austria 
I .abora to i re  Cristal loehimJc.  t lnB.  Rennes. I-rance 
I)Jpartimento di Chimica I-'islca. UnB. Pavia.  I tal)  
Institut fi, ir Kristallographie und Mineralogie.  U n h .  Miinchen.  German) 
Institute of Inorganic  Chemis t r ) .  SIo~ak Academ)  of Sciences. Czechos lovakia  
Analyt ical  Chemistry Division. BP Research. ( ' le~cland.  ()hio.  t"SA 
Institute of ( 'hemls t r} ,  t ime .  t lppsala, Sweden 
Arrhcmus l . abo ra to r ) ,  t ;nB.  Stockholm,  Sv, cdcn 
Department of Physics, Georgia Institute of r cchnok~g) ,  Atlanta. ( icorg ia ,  USA 
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Fig. I. Powder diffraction patterns collected on the "standard" sample of 

m-Zr02 with (a) Cu K(~ X-rays (participant 9) and (b) 1.5 ~ neutrons 
(participant 6). 

,~.~oo either with a refinement or a data set, or both, on m-ZrO2. 
Eight respondents collected multiple data sets on the m- 
ZrO2 sample using different instruments, wavelengths or 
data-collection conditions and one respondent provided 
both X-ray and neutron data. The 17 X-ray respondents 
provided a total of 27 refinements undertaken on 27 
data sets, while the 10 neutron respondents provided 
15 refinements of 14 data sets.* In total, 20 X-ray and 
11 different neutron powder diffraction instruments were 
used to collect data for the present study. 

A summary of the data-collection conditions used 
by each participant is provided in Table 2. The entries 
in this table are arranged in the numerical order of 
the participant codes within the five categories: (a) 
sealed-tube X-rays - reflection geometry; (b) sealed- 
tube X-rays - transmission geometry; (c) synchrotron 

4.,o X-rays - reflection geometry; (d) neutrons - constant 
4,,, wavelength; (e) neutrons - time-of-flight (ToF). The 

individual participants may identify themselves from 
~'" the numbers listed in the first column of the table; 
,. these numbers were assigned chronologically during 
:~,, distribution of  the samples. Multiple data sets submitted 

' by several participants are also assigned alphabetical 
200 

characters that attempt, where possible, to distinguish 
'"' between the particular instruments used. 
,,., Two X-ray participants provided sets of diffraction 

, data (2g and 32) with no corresponding Rietveld re- 
50 

finement; another participant (25) provided six data 

* The X-ray and neutron raw diffraction data submitted by each 
respondent, together with a compilation of the participant and reanalysis 
refinement results (in Lotus-l-2-3 format) have been deposited with 
the IUCr (Reference: GL318). Copies may be obtained through The 
Managing Editor, International Union of Crystallography, 5 Abbey 
Square, Chester CHI 2HU, England. 
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T a b l e  2. Participants' data-collection conditions 

The maximum count is as appears in the relined patterns. The number in parentheses indicates the number of detectors used to produce 
the average intensity quoted (when this differs from unity}. The peak-to-background ratio is that in the vicinity of the maximum count. 

(at Scaled-tube X-rays rcttection geomet ry  (flat specimen, parafocusing) 

M o n o c h r o m a t o r  
I"eak-to- 

Par t ic ipant  Radius  Incident Diffracted Count  M a x i m u m  M a x i m u m  backg round  
no. Ins t rument  (cm) ). iA) beam beam Detec tor  20 min ( } 20 max ( } .120 ( ~ din, n (A) t ime is1 count  counts  s ' rat io 

1 Phil ips 17 Cu K~ Graph i t e  Scint i l la t ion 20.12 135 11.02 0.83 10 451X) 450 29 
9<' Phil ips 17.3 Cu K~ G r a p h i t e  Propor t iona l  10 150 0.025 0.80 1.6 9700 6(1611 96 
9c Phtlips 17.3 Cu Kx Graph i t e  Propor t iona l  10 150 11.025 0.80 11.1 3.1 920 611611 91 

14 22 Cu K:~ Solid-state 10 162 I).12 I).78 2 10800 54011 1114 
ge rman ium 

15 Siemens 20.115 Cu K:~ Graph i t e  Scint i l la t ion 10 150 0.04 11.78 24 990(X) 4125 1119 
19 20.(15 Co Kz~ Iron filter Scinti l lation 20 I(X) 11.115 1.17 10 187110 1870 63 
20 Siemens 20.1/5 Cu K z~ Graph i t e  Scint i l la t ion 16 150 0.024 0.78 15 2011X1 1340 1011 
25a* Phil ips 17.3 Cu K~ Graph i t e  Propor t iona l  20 120 0.02 0 8 9  I 621X) 621X1 73 
25h Philips 17.3 Cu K:c Graphi te Propomonal  211 12(I 0.04 0.89 Ol  560 5601) 69 
25c Philips 17.3 Cu K7 Graphi te Proport ional  2(1 1211 0.02 0.89 0.3 1901) 63011 76 

• "i 32 Siemens 20.05 Cu Kzq G e ( I I I )  Scinti l lation 16.S 145 0.02 0.81 23** 1291111 56(I _13 
34 Rigaku 18.5 Cu K~ Graph i t e  Scint i l la t ion 10 I00 0.03 1.01 5.45 701X) 1280 64 
4(1 17.0 ( 'u  K:~ Graph i t e  Propor t iona l  12 120 0.02 0.89 10 162011 16211 21 
46a Phil ips ( 1 ) 17.3 Cu K • G r a p h i t e  Propor t iona l  15 154 0025  11.79 5 3670() 3670 I 17 
46h Phil ips (2} 17.3 Cu K~ (. iraphitc Propor t iona l  15 143 0025  (1.81 10 446(~1 4460 104 

Ih) Sealed-tube X-rays t ransmiss ion  geometry  

2~ Stadi p'l" 22 ( 'u  K~ I G e ( l l  I) 
2d Stadi P$ 22 Cu Kzq G e t l l l }  
2~1 Guin ic r  II~igg§ 22 Cu K:~, Qua r t z  

12 S loe ,  + 13 M o K ~  G e ( l l  I1 
13a Stoe¶  13 ( ' o  K ~  G e t l l l )  
13c Stoe¶  13 Co K ~n Go( I I I ) 
28 Guin ic r  13 Cu Kx t Ge( l lO)  

diffractomcter  

l .mear  PSD 10 101) 11.02 1.01 40 x 25(I 281~) 16 
I. incar PSI)  10 85 0.02 1.14 4(1 x 250 27(KI 3.9 
f i lm  10 75 0.03 1.27 271111 
Linear  PSI)  7 67 0.02 0.64 35011 14(XX) 38 
PS D 15 1 011 0.02 I. I 7 1440 341111 24 
PSI) 1 5 I(15 0.(12 I. 13 13300 3(1 
l . inear  PSD 15 121.8 O.02 0.gg 3501R1 37 

i t )  Synchrot ron  X-rays reflection geometr.,, (flat .~pecimeni 

7 X7A(NSLS) 66 1.19752 Sill  I I )  Gel22()) 
8 8.311)arcsbury) 1.50164 Ge( 11 l ) Sollers 

Sil 151 13 90 11.01 0.85 2 12 211X1 30(111 274 
Proport ional  5 125 0.01 0.85 3 278011 931X1 104 

Id) Neutrons con3[ t lng  wtlt'el('tt(]gh 

Par t ic ipant  No. of 
no. Ins t rument  ,;. tA) M o n o c h r o m a t o r  detectors  

3a D2B ( ILI .KH 1.0505 (ic1557~ 64 
3h I)2B l i l t . ) * +  + 1.5931 Ge13351 64 
3c I ) IA  ([kI.)  1.911 Gel115t  10 
6 I I R P I )  (Lucas It ts)  1.5 Ge(511) X 

I I [ ) M C  (Zfirich) 1.708 Ge(311 ) P S [ ~  
211 (Mun ich )¶¶  1.09117 Cu12201 I 
2h" (Munich)*** 1.0907 Cu12201 (I 111 1 
23a (Risoi 1.1126 Gel71 I) 20  

23b (Riso) 1.53039 Gel51 I} 211 
2g (Sruds~ ick) 1.4711 ('u122111 10 
31 IMissouri)  1.4752 Si1511 ibent PSl)ttt 
45 HB4 (Oak Ridge) 1 .41X12  Gc(1151 32 

( ' oun t  t ime M a x i m u m  M a x i m u m  
20 min I ) 20 max ( ~ 420 ( ) d,,,. (A) Isl counts  counts  s 

10 150 11.025 0.54 104 4501 × 8) 43  
10 IS0 0.05 0.82 l g 59(x) ( x 3) 328 
I (1 150 0.05 0.99 45 22(X1 ( x I (11 49 
8. I 16(1 0.115 0.76 90 420 ( x 8 ) 4.6 
5 1349 0.111 0.92 45001/ 1351~1 
8 1211 0. I (1 1/.63 640 2801111 43.8 
g 116 0. I 0 0.64 640 31 011 4.8 
8 I 13.7 0.053 0 6 6  580 1050 1.8 
8 I 13.7 0.053 0.91 276 56(X) 20.3 

15 125 0.08 0.83 18(10 7000 3.9 
4.9 104.8 0.05 11.93 54 3311 ( x 5~ 

I I 134.7 0.05 0.76 12(I 350 ( x 15~ 2.9 

Peak-to-  
backg round  

rat io  

118 
125 
61 
6 2  
4 9  
7.2 
5.9 
6.3 
9.8 
9 6  
6.2 
4 g  

(e) Neutrons timc-qflfti~lht 

Time-of-fl ight (INS) 
Par t ic ipant  No,. of Coun t  M a x i m u m  M a x i m u m  

no. Ins t rument  detectors  Min. Max. A din, . (A) din, , IA) t ime (s) coun ts  counts  s L 

29 Mini Slinks I 1155 ) 2301) 5701) 2 4 0.6 1.4 5 x 10" 
37 t t l P D  (Los A l a m o s ) ~  2 1+ 153 ~ 2010 241XX) I 12 0.4 4.8 3441 1601X) 

* ()nl~ three da ta  sets (the two extreme condi t ions  and the one relined by par t ic ipant  25c1 from a selection of six ha~e been inc luded  

+ S)mmet r i c  t ransmiss ion  mode. 
Debyc Schcrrcr mode  ~ t th  a 0.3 mm capillary.  
Data  col lect ion on film and digit ized with a scanner  (Johansson.  Palm & Wcrncr.  198(1k but not  suppl ied for rcanal~sis. 

¶ Transmiss ion  focusing dill ' ractomctcr.  
** The data  from 67.5 to 145 21t wcrc collected at 46 s per step. but v, ere scaled back to 23 s for the rel l incment.  
-H High-resolut ion mode. 
**** High-intensi ty  mode. 

A PSI)  v, ith 401"1 elements.  
¶ ¶  Integral  scat ter ing model.  
*** Elastic scat ter ing mode  with a Cu(11 I) diffracted-beam analyscr.  
#~'+ A l inear I"SD with ti~.c elements.  
*** l .ow-rcsolut ion mode. +++ 

Peak-to-  
backg round  

rat io 

2.6 
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sets collected under different conditions of step width 
and step counting time but provided a refinement of 
only one of these (25c). One X-ray respondent (19) 
produced three refinements of the same data set executed 
with different weighting schemes; another (13) provided 
six refinements of two data sets using three different 
Rietveld analysis programs, one of which incorporated 
a nonconventional weighting scheme (refinements 13b, 
d and e). 

One of the neutron respondents (21) provided two 
data sets collected simultaneously; the first pattern is 
a conventional total-scattered (or 'integral') intensity 
pattern, while the second was collected from a diffracted- 
beam monochromator (DBM) placed in the beam path 
and so contains only the elastic component of the pattern. 
A comparison of the outcomes of the refinements from 
these two data sets yields information about the effect 
of thermal diffuse scattering on the atomic displacement 
parameters.* The two respondents working with ToF 
neutron instruments provided in-house refinements of the 
data but were not asked to provide the data itself since 
no software was available in the authors' laboratory for 
reanalysis. 

in the resolutions of the instruments and in the range 
of d spacings accessed. Three corresponding neutron 
diffraction patterns are shown in Figs. 2(d), (e) and (f); 
in these cases, the wavelengths are 1.051, 1.593 and 
1.911/~ (all from participant 3). 

For neutrons, as for X-rays, there are marked differ- 
ences in the resolution of the different patterns, as well 
as in the number of reflections accessed at the low-d- 
spacing ends of the scans. The much higher relative 
intensities of the reflections in the high-angle/low-d- 
spacing regions of the neutron patterns versus those 
in the X-ray spectra are also clearly visible in Fig. 
2. This is due to the fact that (i) neutron scattering 
lengths remain constant with 20, whereas the X-ray 
scattering factors decline, and (ii) the relative increase 
in peak full widths at half-maxima (FWHMs) with sin0 
is generally smaller for neutrons (especially for the high- 
resolution instruments) than it is for X-rays (Madsen & 
Hill, 1992). The implications of all of these differences 
for the Rietveid refinement results are discussed in more 
detail below. 

Instruments  

Wavelengths 

Direct comparisons between the participants' diffrac- 
tion patterns are difficult to make since many of the 
data sets were collected with different wavelengths; the 
X-ray wavelengths range from 0.7093 to 1.7929/~ (Mo 
Ko~ to Co Kc~ radiation), and the neutron data range from 
1.050 to 1.9114/~,.t While the spread of wavelengths is 
roughly the same for neutrons as for X-rays (i.e. about 
1 ]k), there was only one X-ray data set collected at a 
wavelength shorter than that of Cu, 1.54056/~, (namely, 
the Mo data of participant 12), whereas seven of the 12 
neutron data sets used wavelengths of less than 1.5/~,. 
In order to facilitate qualitative comparisons, Fig. 2 
shows several of the raw X-ray and neutron patterns 
plotted as a function of d spacing rather than, as more 
conventionally displayed, versus diffraction angle 20 (as 
shown in Fig. 1). Diagrams of this kind are independent 
of wavelength and provide a direct indication of what the 
least-squares refinement process 'sees' (i.e. in reciprocal 
space) during the refinement process. Figs. 2(a), (b) 
and (c) are plots of diffraction patterns collected with 
Mo Kc~l (participant 12), Cu K~l (32), and Co Kc~ 
(19), respectively, and thus they span the full range of 
X-ray wavelengths used. Clear differences can be seen 

* As in Pan 1, the term 'displacement parameter' is used here, in 
place of the more commonly used expression 'temperature' (or 'thermal') 
parameter, in order to include all forms of displacement of the atoms from 
their most probable positions. 

f These comments do not, of course, apply to the multiple wavelength 
ToF data of participants 29 and 37; in the case of 37, a substantially 
larger number of reflections (> 2500) were collected and included in the 
refinement relative to the constant-wavelength experiments (< 900). 

Table 3 provides a summary of the instruments, the 
detection systems and the radiation types used by the 
participants. As might be expected for conventional 
X-rays, the most popular combination of data-collection 
conditions is reflection geometry using a flat speci- 
men (Bragg-Brentano parafocusing), Cu Kc~ radiation, 
a curved diffracted-beam graphite monochromator and a 
single proportional or scintillation detector. This combi- 
nation was selected for 16 of the 27 data sets submitted. 
The geometry of these instruments is quite uniform, 
although there is a variation from 17 to 22 cm in the 
focusing-circle radius, reflecting the design character- 
istics of the manufacturer. The divergence slit angle 
was selected to be 1 ° in all but two of the 13 cases 
quoted, the exceptions being 0.5 ° (participant 1) and 2.0 ° 
(14). The receiving-slit dimension was variable, in the 
range 0.05 to 0.3 mm, with one participant (19) using a 
very wide aperture of 1 mm. Soller slits were used by 
eight participants; these were in the range 1.33 to 5 ° 
for conventional X-ray sources and 0.07 ° for one of the 
synchrotron sources (participant 8). 

Only one participant (32) of the 13 who used re- 
flection geometry combined this with an incident-beam 
monochromator to provide single-wavelength (Cu Kc~) 
data (Table 2). Only one of the participants using reflec- 
tion geometry did not select Cu Kc~ as the wavelength, 
preferring instead Co Kc~ (19). No participant collected 
data using an automatic divergence slit. 

The four respondents who collected X-ray data in 
transmission mode (to produce seven different data sets) 
selected a wide variety of instruments, including sym- 
metric transmission (2s), Debye-Scherrer capillary (2d 
and 12), Guinier-H~igg camera with film scanner (2g), 
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Table 3. Summary of participants' data-collection instrumentation and wavelength 

(a) X-rays 

Geometry Number Detection 

R e t l e c t l o n  13 

D B M  (10  c a r b o n ,  1 g e r m a n i u m )  11 

I B M  (8 g e r m a n i u m ,  1 s i l i c o n )  9 

Transmission 8 
I r o n  t i h e r  I 

(h)  Neutrons 

Type of instrument Number 

Constant-wavelength l)ebye Scherrer geometry 12 

Time-of-flight, back-reflection 2 

transmission focusing (13) and Guinier diffractometer 
(28). All of these data sets were collected with an 
incident-beam monochromator to eliminate the (t2 com- 
ponent of the characteristic Ka doublet; six used a 
germanium crystal and one used bent quartz. The trend 
towards an incident-beam monochromator in combina- 
tion with a position-sensitive detector (PSD) to com- 
pensate for the intensity loss due to the monochromator 
crystal is quite apparent from Table 2. This trend is likely 

Number Radiation Number 

Proportional scintillation counter 12 ( ' u  K : x ,  , 11 

Position-sensitive detector 6 Cu K : ( ,  5 

Solid-state detector Igermanium, s i l i c o n )  2 C o  K z q  2 

F i l m  1 M o  K:x t I 
Synchrotron 2 

Detector for constant wavelength Debyc Scherrer geometry Number 

M uhidetector 8 
Single detector 2 
Position-sensitive detector 2 

to increase in the future as more users take advantage of 
the reduced peak overlap inherent in single-wavelength 
patterns. 

For neutrons, the majority of the diffraction data were 
collected with standard horizontal-plane Debye-Scherrer 
geometry, using a monochromated beam and an array of 
between eight and 64 detectors; only four participants 
used single detectors or PSDs. Two further respondents 
provided refinement results for ToF data; these were 
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Fig. 2. Powder diffraction patterns collected on m-ZrO2 with (a) Mo K¢)I, (b) Cu K o l  and (c) Co K~) X-rays and with (d)  1.0505, (e) 1.5931 and 
( f )  1.911 /~ neutrons. The patterns (a) to ( f )  are from participants 12, 32, 19 and 3 (three patterns), respectively: they have bccn presented as 
d-spacing plots in order to facilitate comparison between data collected at different wavelengths.  
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included in the analysis of the participants' refinement 
results but the raw diffraction data were not reanalysed 
as for the single-wavelength patterns. 

Range of data collected 

Table 4 contains a summary of the type and range 
of data-collection conditions used to produce the 41 
data sets provided, 38 of which are listed in Table 2. 
The wide span of wavelengths, in combination with a 
similarly wide range of diffraction-angle scan ranges 
(Table 4), corresponds to reflection d-spacing ranges 
spanning 5.1 to 0.64 A for X-rays and 5.1 to 0.53 ]~ for 
neutrons (omitting the ToF data). Thus, there is relatively 
little difference in the overall volume of reciprocal space 
sampled by the X-ray and (constant-wavelength) neutron 
participants but differences in the volumes accessed by 
the individual participants using the two classes of ra- 
diation leads to an almost order-of-magnitude difference 
in the number of reflections from around 100 to nearly 
1000 (as a function of the different d-spacing cutoffs in 
Fig. 2). The effect of these variations in the number of 
reflections on the outcome of the Rietveld refinement is 
discussed in detail below. 

Many X-ray participants truncated their data collec- 
tion at a d spacing of around 1/~, corresponding to an 
angle of about 100°20 for Cu Kc~ radiation (Table 2). 
This is the region around and beyond which very few 
strong peak intensities occur, measured relative to the 
intensities of the low-angle peaks (Fig. la); however, 
as demonstrated by Hill (1992b) and Madsen & Hill 
(1992), truncation of an X-ray pattern based simply on 
a loss of relative peak intensity (compared with the low- 
angle part of the pattern) can lead to the omission of a 
substantial amount of important information pertinent to 
the structure refinement. For the neutron participants, the 
upper limit appears to have been dictated by (i) available 
instrument time, (ii) the geometry of the multiple counter 
array and/or (iii) a degradation of instrumental resolution 
at high angles. 

Similarly, but in respect of the other end of the scan, 
many X-ray respondents started their data collection at 
angles of between 5 and 20°20. The higher limit of 20 ° is 
most likely to have been a requirement of the combina- 
tion of (flat) sample dimensions and a beam divergence 
chosen in order to completely bathe the sample in the 
beam. However, one respondent (1), having collected 
data upwards from 20°20, included only that part of the 
pattern above 36 ° in the subsequent Rietveld refinement, 
thereby removing most of the intense reflections from 
the analysis. 

Step width 

The X-ray respondents selected a wider range of step 
widths in their scans than did the neutron respondents 
(viz 0.01 to 0.12 versus 0.025 to 0.10°20; Table 2). This 
translates into about twice as wide a range in the number 

Table 4. Summar)' q[" data-collection comfitions 

X-ravs Neut rons  

Number  of data  sets 27 12* 
Wa' ,e lcngths  IA) 11.71 179 1.05 191 
Range of da ta  : Iov, high limit 

20 start [ ) 5 211 11 II 
20 stop I I 67 162 1115 165 

Range of d spac ing:  high low limJtt" 
d start  (A) > 5.119 4.44 > 5.119 
d ,,lop (A) 1.17 11.64 I).97 053  

Pea l - to -background  rat io 4 274 5 13 
Step v, idth ( 201 0.01 012 0.025 0.10 
N umber  of steps obscr', at urns 1225 115111 1080 56(X) 
Step coun t ing  t ime Is). + 0.1 46 18 1800 
M a x i m u m  step intcnsit.~ Irefined) 59(1 991100 3511 28(1(1~1 
M a x i m u m  counts  s ] 45(1 931111 2 44 
l )a ta -co l lcc tmn t ime 4 rain 22.4 h I h 3,4 d 

* O m i t t i n g  the two "l-oF data  se t s  
* The m a x i m u m  d spacing for m-ZrO:  is 5.1185 A. 
,* N o n - P S I )  ms t rumcnts  onl)  

of steps used in the patterns (Table 4); for X-rays, the 
number of steps (and thus 'observations') ranged over an 
order of magnitude from about 1200 to 11500, whereas 
for neutrons the range was from about 1100 to 5600. As 
pointed out by Hill & Madsen (1987), differences of this 
kind in the number of observations/steps in any given 
refinement will (by themselves) result in an automatic 
difference in the derived-parameter estimated standard 
deviations (e.s.d.'s) of a factor of about 3.2 (i.e. 101/2) 
for X-rays and 2.2 (i.e. 5 u2) for neutrons, under exactly 
equivalent Rietveld refinement conditions (see Part I). 

By far the most popular step width for conventional 
X-ray sources was in the band from 0.02 to 0.03°20, 
while both of the (high-resolution) synchrotron respon- 
dents required a small step width of 0.01°20. Four 
respondents (14, 15, 19 and 25) chose large steps, 
namely 0.04, 0.05 and 0.12°20, probably in response 
to lower instrumental resolution (19 and 25), or in an 
attempt to minimize possible 'serial' correlation between 
adjacent steps in the scan (Hill & Madsen, 19871. 
For neutrons, the steps were more or less uniformly 
distributed between 0.025 and 0.1°20, the larger widths 
being selected for the lower-resolution instruments used 
by participants 21 and 28 (see below for further discus- 
sion on instrumental resolution). 

Pattern intensity 

The maximum step intensities in the X-ray and neu- 
tron patterns were approximately equivalent, ranging 
over two orders of magnitude from several hundred to 
nearly one hundred thousand counts (Table 2). These 
'pattern' intensities were achieved using step counting 
times that also ranged over two orders of magnitude, 
from 0.1 to 46 s for X-rays and from 18 to 1800 s for 
neutrons (excluding the patterns collected with PSDs). 
Calculation of the maximum count rates obtained from 
the samples indicates that these rates ranged from several 
hundred to nearly ten thousand counts s -  ~ for X-rays but 
from only two to about 40 counts s -J  for neutrons. Thus, 
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total data-collection times were necessarily substantially 
longer for neutrons (v iz  up to several days) for reasonable 
counting statistics to be obtained, whereas the shortest 
time taken to collect an X-ray pattern was only 4 rain 
(data set 25b; Table 2). Most respondents produced pat- 
terns with a maximum step intensity of several thousand 
counts by use of a suitable combination of step counting 
time and number of steps, but the overall spread of 
intensities (due to the 'outliers') is very large, with 
corresponding large differences in the average counting 
statistics for all of the patterns. 

This is illustrated in Figs. 3(a), (b) and (c), where 
X-ray patterns collected with the same wavelength (Cu 
K~) but with markedly different counting statistics are 
plotted for a window in d spacing between 0.99 and 
1.07 A, that is, at the upper end of a typical diffraction 
scan. The pattern in Fig. 3(a) was collected with a step 
counting time of only I s (participant 25; Table 2) and 
displays a maximum count of only 29 in this complex 
section of the pattern. The poor counting statistics mean 
that it is difficult to distinguish the individual peaks 

and to properly define the background value. On the 
other hand, the patterns in Figs. 3(b) and (c) are both 
well determined with maximum counts of 420 and 4000, 
respectively. A comparison of the latter two reveals the 
substantial advantages in resolution that are achieved in 
Fig. 3(b) by the use of an incident-beam monochromator 
to eliminate the K<~2 component of the characteristic 
doublet. 

Figs. 3(d), (e) and (/) show analogous intensity ver sus  
d-spacing windows for neutron data collected with wave- 
lengths of around 1.1/~ by participants 3, 23 and 21, 
respectively. Once again, the intensities of the patterns 
differ by nearly two orders of magnitude and there are 
substantial variations in resolution. Whether or not these 
differences in pattern intensity provide a severe disabling 
influence on the Rietveld refinement is discussed later. 

One X-ray respondent (9) collected a pattern out to 
the instrumental limit of 160°20 using a more or less 
continuously variable step counting time that increased 
systematically with diffraction angle in compensation 
for the intrinsic decline in the peak intensities due to 
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Fig. 3. Parts of  the powder diffraction patterns collected on m-ZrO2 over the d-spacing range 1.07 to 0.99 A with Cu K+~ radiati(m [(a), (h) and 
(c)] and over the range 1.90 to 1.74 ~ with neutrc, ns of wavelength (d)  1.0505, (e) 1.1126 and I f )  1.0907/~. The patterns (a) to I f )  arc from 
participants 25, 32, 15, 3, 23 and 21, respectively.  
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scattering-factor fall-off and Lorentz-polarization effects 
(the advantages of using this strategy are described 
by Madsen & Hill, 1992). Another respondent (32) 
collected the high-angle section of the data (beyond 
67.5°20) at a counting time twice that of the low-angle 
region and then scaled the full pattern to the lower 
step counting time.* The two data sets collected at 
synchrotron X-ray sources (7 and 8) were, of course, 
collected with different effective step counting times 
owing to the variation in the synchrotron-beam current 
and the need to normalize the diffracted intensities in 
accordance with the variation in the incident X-ray beam 
intensity. In addition, respondent 7 deliberately increased 
the counting times at higher diffraction angles in order to 
obtain better counting statistics in this part of the pattern. 

Two other respondents (13 and 25) submitted multiple 
data sets, each collected using the same instruments but 
under conditions that differed in step counting time (and 
sometimes step width). Increasing the peak intensities 
uniformly by simply increasing the (fixed) counting time 
across the pattern does, of course, improve the counting 
statistics for the weaker data at high angles, but does so 
at the expense of using excessively long data-collection 
times for the high-intensity (and often low-peak-density) 
parts of the pattern at low angles. 

It is interesting to note that the maximum count 
rate obtained in the conventional-X-ray-source experi- 
ments (excluding those using film and PSD detection) 
is about 6300counts s - I ,  while the two synchrotron 
instruments used by participants 7 and 8 provided post- 
diffraction counting rates of ,~3000 and 9300 counts s-~, 
respectively (Table 2). The lower count rate obtained 
by participant 7 is due to the simultaneous use of an 
incident-beam monochromator (IBM) and a diffracted- 
beam monochromator (DBM), whereas participant 8 
used an IBM and a very long diffracted-beam Soller 
system for collimation; in both cases, the intrinsic high 
intensity of the synchrotron source is severely compro- 
mised by the use of near-parallel beam optics provided 
by 'tight' monochromatization/collimation. In fact, all 
seven transmission-geometry data sets collected with 
IBMs on conventional X-ray sources used a PSD or 
a film in order to reduce otherwise quite long data- 
collection times. 

It is worth noting that data-collection times for 
Rietveld analyses of X-ray powder diffraction patterns 
are rarely more than a few hours (Tables 2 and 4), 
yet it is accepted that single-crystal studies (containing 
the same structural information) normally require more 
than 2d. Thus, when data quality is of paramount 
importance, as in Rietveld analysis, pattern indexing 

and ab initio structure determination, the use of 
relatively short powder diffraction data-collection times 
should be reassessed in favour of the achievement 
of better counting statistics and a wider range of d 
spacings/observations (see discussion below). 

The very wide range of data-collection conditions 
summarized in the sections above reinforces the fact 
(noted by Hill & Madsen, 1987) that there is little 
agreement among practitioners of the Rietveld method 
about the optimum conditions needed for crystal struc- 
ture refinement with this technique.* Furthermore, there 
is little, if any, discussion in the literature about the 
effect of the selected data-collection conditions on the 
outcome of the refinement and/or the accuracy and 
precision of the derived parameters. It is one of the 
aims of the present study to establish if the influence 
of variations in step-scan data-collection conditions has 
a greater or lesser impact than the effects imposed by 
variations in wavelength and/or instrumental resolution 
characteristics. 

Peak-to-background ratio 

Peak-to-background (PtB) ratios for all submitted 
X-ray and neutron diffraction patterns are provided in 
Table 2. They were calculated using the intensity of 
the free-standing high-intensity i l l  reflection at a d 
spacing of 3.16]k [occurring at an angle of 28.24°28 
for Cu Ka X-rays (Fig. la)] and the background value 
(averaged over at least three steps) at a d spacing of 
3.0]~ (29.78°20 for Cu Ka). 

For the two-wavelength graphite-monochromatized 
or iron-filtered reflection-geometry X-ray data (Table 
2a), the PtB ratio varies from 21 to 117, with no 
obvious correlation with either the radius of the focusing 
circle (i.e. the instrument brand/manufacturer) or the 
nature of the detector used. The ratios are probably 
functions of the apertures used for the receiving and 
scatter slits in the X-ray beam path but no definite 
conclusions can be drawn since the information provided 
by the participants was incomplete with regard to this 
aspect of the data collection. The single-wavelength 
pattern provided by participant 32 using an incident- 
beam germanium monochromator had a PtB ratio of 
213, a factor of two better than that of any of the 
two-wavelength patterns, thereby clearly demonstrating 
another of the advantages of incident-beam monochrom- 
atization. The PtB ratios obtained by the two participants 
using synchrotron data (7 and 8) confirm this conclusion, 
especially in the case of participant 7, where a diffracted- 
beam monochromator is also present (Table 2c). 

* This procedure is analogous to that used in neutron diffraction with 
multidetector arrays; the data are normalized by dividing the net count 
at a particular step by the number of detectors used to generate the total 
count. 

* it is noted that four participants (9, 13, 25 and 32; Table 2) collected 
multiple data sets from the same sample using the same instrument but 
different step-scan conditions. This may have been a function of their 
own uncertainty about, and/or attempt to exercise, the optimum set of 
data-collection conditions. 
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On the other hand, the PtB ratios obtained with 
(single-wavelength) transmission geometries were in the 
range 4 to 38 (Table 2b), much lower than those obtained 
by reflection. This represents a severe limitation on the 
potential accuracy and precision of the data obtained 
from these instruments. In transmission geometry, the 
mass of sample is much lower than for reflection geom- 
etry, so that scatter from the sample substrate or capillary 
material is often a critical limiting factor, along with the 
normal absorption of the radiation in the air path. 

The PtB ratios of the neutron patterns (noting that 
these are all transmission-geometry ones) range only 
from 5 to 12 (Table 2d), much lower than the reflection- 
geometry X-ray data and lower even than the majority 
of the transmission X-ray patterns. For neutrons, as 
for X-rays, the observed ratio is strongly dependent on 
the collimation and detector-shielding system used and 
the relative length of the air path, but neutrons have 
the added disadvantages of generally broader peaks, a 
lower relative scattering power (requiring longer count- 
ing times) and the need to exclude fast neutrons from 
the beam path. Strangely, the PtB ratio observed for 
the relatively new high-resolution Oak Ridge instru- 
ment (participant 45; Table 2) is slightly lower than 
that obtained from the much older medium-resolution 
instrument located at Munich (21). Also, the PtB ra- 
tios for the two data sets collected on the instrument 
D2B located next to the reactor face at the lnstitut 
Laue-Langevin (ILL) are higher than those obtained for 
the D IA diffractometer located much further away in 
the Guide Hall. 

For the ToF data presented by participants 29 and 
37 (Table 2e), the inherently large 'incident flux' back- 
grounds obtained with these instruments mean that the 
raw PtB ratios are lower again than those of constant- 
wavelength patterns but, if this background is subtracted 
prior to the Rietveld refinement (as for 37), then the 
PtB ratio of the residue pattern can be quite respectable. 
As demonstrated previously (Hill & Fischer, 1990), 
the lower PtB ratios generally encountered in neutron 
patterns are one of the reasons why the agreement indices 
resulting from Rietveld refinements of neutron data are 
often much lower than corresponding X-ray values if the 
background is not excluded from the calculations. 

Instrumental resolution 

In Fig. 4, the diffraction peak FWHMs of all but 
the two neutron ToF instruments have been plotted as 
a function of 20. The curves in this figure have been 
calculated from the FWHM parameters determined from 
the diffraction pattern during reanalysis of each m-ZrO2 
data set using the same Rietveld refinement program 
and the same refinement strategy. Thus, the FWHM 
variation is independent of software and provides a 
bona fide indication of the relative instrumental angular 
resolution. It was not possible to obtain this 'normalized' 

information from the participants' analyses since a wide 
variety of reflection profile functions were used and not 
all could be modelled with software available to the 
authors. 

There is a very substantial variation in resolution 
among the 20 X-ray and 11 neutron instruments used to 
collect the data for the present study. For conventional 
X-rays (Figs. 4a and b), the FWHMs of the peaks span 
a factor of about two across the diffraction range, that 

1.0  

0.9 

O.8 

0.7 

O.6 

O.5 

1:).4 

O.3 

O.2 

O. I 

0 . 0  
1:) 

F W t l M  m - Z r O  2 (X-rays) Reanalysis (Bragg-Bremano)  / 14 

/ 
46a 15 

2% a ~ . .  9v 

- -- 7 "~ t4  ~,~,~ ............ 

, i , ; , i , i , I , :, , i , : , 

20 40 60 80 I O0 120 140 160 

1.0 

0.9 

0.8 

0.7 

O.6 

0 5  

1:).4 

0.3 

(1.2 

O. I 

0 . 0  
1 8 0  

1.1:) 

20~ ) 

(a) 

0.9 

0.8 

1:).7 

0 . 6  

0 . 5  

0 . 4  ' ~  
. ~ 2 ;  13~- / 28 

o.3 :2, ~ . . ~ - ~ .  
1:1.2 'aa - - ' ~  - -  =_._.= _ . ~ - x ~ . - ~ v - ~ 5 ' . % f -  

O. I "" 2~ 

0 . 0  • ~ , ~ , . . i , i , i 
0 20 40 60 gO I (X) 120 

I'-WHM m-ZrO 2 (X-rays) Re~m'.tlysis tTrzmsmlssion) 

1 4 0  1 6 0  

0.9 

1:).8 

0 . 7  

0.6 

1:).5 

1:).4 

0.3 

1:1.2 

0.1  

1:).1:) 
180 

3.1:) 

20t I 

(b) 

t :WHM m-ZrO,  (Neutrons) Reamalysm (lsog"opic) 

2.7 - 2n// 
2 . 4  21,, 

1.8 

1.5 / , i  6 

o6 _55~-- -~_:C_. -~ _ z 
0.3 2 . ~ ~  
0 . 0  . . . . . . .  1 ~, , , t . 

0 21:) 41:) 61:) gO I00 120 140 160 

3 . 0  

2.7 

2.4 

2.1 

1.8 

1.5 

1.2 

0 . 9  

0 . 6  

0 . 3  

0 . 0  
180 

20~) 

(c) 

Fig. 4. Peak FWHM as a function of diffraction angle (20) tor the re- 
analysis refinements of (a) X-ray Bragg-Brentano reflection geometry, 
(b) X-ray transmission geometry and (c) constant-wavelength neutron 
data. 
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is, 0.11 to 0.21 ° at 20°20, 0.17 to 0.25 ° at 80°20 and 
0.3 to 0.6 ° at 120°20. Beyond this angle, the data are 
restricted to the higher-resolution instruments and the 
spread in FWHM is thus not so large. In all cases, 
however, there is a dramatic increase in FWHM starting 
at about 130°20. The two synchrotron studies (7 and 8) 
have the best resolution of all, with FWHMs in the range 
0.07 to 0.15 ° from 20 to 100°20 (see below). 

The neutron instrumental 'resolution functions' [Fig. 
4(c); note the threefold change in FWHM scale rel- 
ative to (a) and (b)] show a much wider range of 
diffraction peak widths (which are themselves a factor 
of three larger than the X-ray widths) than do the 
X-ray instruments; viz 0.2 to 0.7 ° at 20°20, 0.3 to 
1.2 ° at 80°20 and 0.3 to 2.8 ° at 120°20. The most 
obvious difference between the resolution functions of 
the neutron and X-ray instruments is in the nature of 
the variation in FWHM with 20. The X-ray FWHMs 
have their minima at the low-angle end of the pattern so 
that the widths increase uniformly with diffraction angle. 
On the other hand, many of the neutron instruments 
are fitted with monochromators that are specifically 
designed to move the minimum in the resolution function 
to high angles, where the maximum in peak density 
occurs. This results in quite flat resolution functions 
and hence a much wider span in FWHM between the 
low- and high-resolution instruments at high angles. It 
also results in the somewhat unusual situation of many 
of the high-resolution instruments actually having quite 
poor resolution at the low-angle end of the pattern. A 
case in point is illustrated in Fig. 4(c), where the ILL 
D2B instrument (participant 3a) has a FWHM of about 
0.5 ° at 20°20, whereas the generally lower-resolution 
Studsvick instrument (participant 28) gives peak widths 
of only 0.3°20 at this angle. The situation is reversed, 
of course, at angles above 60 ° , where the two resolution 
functions cross, so that at 120°20 the FWHMs are 0.4 
and 1.6 ° for participants 3a and 28, respectively. 

In Part I of this survey, a wide spread of X-ray (but 
not neutron) reflection widths was found for participants' 
analyses of the s a m e  (standard) data set. This spread was 
attributed to the variable quality of the discrimination 
between the peak wings and the background at large 
diffraction angles, where the relative peak intensities 
were much smaller for the X-ray patterns. The poor 
discrimination resulted from an inappropriate selection 
of the background or peak-shape functions and/or the 
use of an insufficient range of diffraction angles on either 
side of the peak centre. Such problems do not occur with 
the functions plotted in Fig. 4 since the refinements were 
performed with a standard strategy that took specific 
account of the potential difficulties in modelling the 
background and peak widths and shapes (see below). 
Thus, the variation in reanalysis FWHMs displayed in 
Fig. 4 can be legitimately ascribed to differences in 
instrumental resolution. 

The marked variations in reflection width and reso- 
lution are illustrated in greater detail in the X-ray and 
neutron patterns shown in Fig. 3. In this case, the effects 
of different wavelengths have been removed from con- 
sideration by plotting the intensity of the peak profiles as 
a function of d spacing rather than of diffraction angle. 
For the X-ray data shown in Fig. 3(b), the peak widths in 
the single-wavelength incident-beam-monochromatized 
Cu K¢~ pattern (participant 32) are clearly narrower 
than the corresponding peaks in the two-wavelength 
Cu K~ data [Figs. 3(c) and (a); participants 15 and 
25]. For the neutron patterns shown in Figs. 3(d), 
(e) and (f), the peaks in the 1.091A data (21) are 
substantially wider than either the 1.051A (3) or the 
1.113 A (23) data, to the point where the individual 
reflections cannot be discriminated at all. The extent to 
which these differences in resolution affect the Rietveld 
refinement is discussed below. 

The best X-ray resolution is demonstrated by the two 
synchrotron-radiation instruments (reflection mode) used 
by participants 7 and 8 (Fig. 4a; Table 2c). Participant 7 
obtained slightly narrower peaks across the entire range 
of diffraction angles through the use of a DBM, as 
opposed to the long Soller-slit system used by 8. Next in 
relative order of resolution 'merit' is participant 32, who 
used conventional X-rays and reflection geometry with 
a Ge(111) IBM to eliminate the Cu K¢:~2 component of 
the characteristic radiation. Then follow: participant 14, 
who used the largest radius (22 cm) reflection-geometry 
diffractometer, with monochromatization of the Cu Ko~ 
data set provided only by a solid-state germanium de- 
tector; participants 12 and 2d, who used Debye-Scherrer 
geometry with a 0.3 mm-diameter capillary, a Ge(l i 1) 
IBM and a linear PSD (Fig. 4b); participant 28, who used 
a Guinier (transmission) diffractometer, a Ge(110) IBM 
and a linear PSD (Fig. 4b). The remaining instruments, 
both of reflection and transmission type, then follow with 
somewhat poorer resolution. 

The poorest-resolution instruments among the reflec- 
tion geometries (in the low-angle region up to 100°20) 
are those employed by participant 19, using Co Kc~ 
radiation and iron filtering, and participant 40, using 
Cu Kc~ radiation with graphite monochromatization. The 
transmission focusing diffractometer used by participant 
13 produced the widest reflections among the transmis- 
sion geometries. 

The best neutron resolution over the widest range of 
angles was provided by participant 3 using D2B at the 
ILL [when used in high-resolution mode; Fig. 4(c); Table 
2], although a number of other machines have better 
resolution in the low-angle region. These include the 
HRPD at Lucas Heights* (participant 6) and the Riso 
(23) and Oak Ridge (45) instruments. Other machines, 

* This instrument has recently been relocaled to a new beamline (4H2 
collimator) with higher flux. 
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for example, those at Studsvick (28) and Ziirich (I 1) 
have very good resolution in the low-angle part of the 
pattern but poor resolution in other parts. The D1A 
instrument (3c) is another case in point since it has 
very good resolution at high angles but is among the 
worst at low angles. This 'see-saw' effect is exhibited 
by most modern neutron powder diffractometers that 
use high-take-off-angle monochromators in the primary 
beam (Hewat, 1986). Only the Munich instrument (21) 
has relatively poor resolution over the entire range of 
diffraction angles; its redeeming feature is that it has 
one of the best count rates of all of the machines used 
in the present study (Table 2d). 

Participants' refinement strategies 

In this section, the details of the Rietveld refinement 
protocols used by the participants in providing their in- 
house analyses of the m-ZrO2 data are compared and 
contrasted; the results of the refinements themselves are 
discussed in a later section. Throughout the discussion 
it is assumed that the reader is familiar with the general 
principles and modus operandi of Rietveld analysis; 
those not so experienced are directed to the references 
quoted in Part I. 

Rietveld analysis software 

The participants' refinements utilized a total of 12 
different Rietveld programs. The raw refinement results, 
plots and computer printouts of the refinements submit- 
ted by each participant are held by the senior author, but 
the crystal structure parameters and refinement details 
extracted from this material have been deposited in the 
form of a database/spreadsheet (see deposition footnote). 
The names of the software packages and the frequency 
of their usage remain essentially as provided in Part 
1; refinements received after the closing date for the 
earlier analysis increased the frequency of usage of the 
DBW3.2S, LHPM8 and GSAS software by one each, and 
resulted in the addition of the program RIETAN (Izumi, 
1989) to the list. Thus, DBW (Wiles & Young, 1981) 
and the related program LHPM (Hill & Howard, 1986) 
remain the most commonly used vehicles for Rietveld 
analysis, with GSAS (Larson & Von Dreele, 1986) the 
third most popular. 

While it has not been possible to associate the ac- 
curacy or precision of the Rietveld refinement results 
on m-ZrO2 with the particular version of software used 
(the data-collection and refinement strategies exert the 
dominant effect - see below), it should be mentioned 
again, as in Part I, that a reflection multiplicity error 
was identified in one of the programs (DBW) during 
an early preliminary analysis of the m-ZrO2 results. 
This error was corrected and participants were able to 
resubmit their refinements of the data prior to the final 
analysis. This finding highlights the useful role that 
intercomparison projects of this type can play. 

Refinement strategy 

Table 5 contains a complete description of the re- 
finement conditions used by each participant. Unlike 
the refinements in Part I where only a single 'standard' 
PbSO4 X-ray and neutron data set was available for anal- 
ysis, in the present study it was expected that there would 
be a substantially wider range of refinement strategies 
since each m-ZrO2 data set was collected under different 
instrumental, wavelength and scanning configurations. 
Not so. Each participant has his/her established way of 
performing a Rietveld analysis and differences in the 
nature of the data sets have little to do with the details 
of this protocol. Part of this may, of course, be due to the 
limitations of the participant's available software, such 
as the ability to (i) refine the background rather than 
interpolate it, (ii) use shape-variable reflection profile 
types and (iii) refine anisotropic atomic displacement 
parameters. 

Nevertheless, many other aspects of the Rietveld 
refinement conditions are optional and their absence or 
misuse can lead to refinement problems and/or limi- 
tations. For example, the major factors identified as 
limiting the accuracy of the derived PbSO4 parameters in 
Part I were (i) early termination of the refinement due to 
an inappropriate criterion tbr convergence, (ii) peak trun- 
cation arising from an insufficient window of diffraction 
angle around each peak being included in the calculation 
of the peak intensity, (iii) unstable refinement of the 
profile or crystal structural models through the release 
of too many parameters (i.e. 'over determination') and 
(iv) excessive truncation of the upper and/or lower limit 
of the data set. Similar difficulties are clearly present 
in the m-ZrO2 refinements submitted by many of the 
participants in the present study. To assist in assessing 
the impact of the participants' refinement conditions, 
Table 6 presents a summary of the refinement conditions 
that are listed in full in Table 5. The information has 
been collated, as in the sections below, under headings 
relevant to Rietveld analysis protocol. 

Range of scattering angle/d spacings 

One of the most obvious features of Table 5 is the 
large variation in scattering angle used in the refinements 
(Table 6). As discussed above in the section on data- 
collection conditions, in some cases this variation is a 
natural consequence of differences in the wavelength 
used. Patterns collected with a shorter wavelength re- 
quire a less-extensive range of diffraction angles to 
encompass the same range of d spacings (reflections) 
and so they finish (and often start) at lower values of 20 
than those collected with a longer-wavelength radiation 
(Table 4). Even so, when the effects of wavelength 
on the diffraction-angle scan range are removed from 
consideration by focusing instead on the d-spacing range, 
there remain large differences in the number of reflec- 
tions included in the refinements. Indeed, refinement 2g, 
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Table 6. Summary o[participants" Rietveld refinement conditions 

X-rays Neutrons 

Number of retinement~ 27 15 
Range of data used: low high limit 

20 start [ ) 7 36 5 15 
20 stop { ) 57 162 105 161) 

Range of d spacing used : high low limit* 
d start (A) > 5.09 2.49 > 5.09 
d stop (A) 1.27 0.74 097 0534" 

Number of unique reflectmns in data set{ 71 34g 154 912 
Number of parameters relined 20 44 21 46 
Convergence cntcricm lparameter shift as percentage of last e.s.d.) 5 30 I 30 
I-requency of use of background style~ 

Refined 15 12 9 parameters) 4 (4 6 parameters) 
Interpolated g (4 29 points) 7 (9 44 points) 

Occupant) of atom sites released (yes) 3 2 
Prefi:rred orientation released (.',es) I 
Anisotropic atomic displacement (yesl 6¶ g 
Peak-shape type 

Gaussian 9 
Pseudo-Voigt 1 I "~ 
Voigt 2 I 
Intermediate Lorentzian 6 
Pea rso n V I I 7 
I-'ou rier series I 
"FoF function 3 

Peak shape variable (yes) 21 6 
v, ith angle (yes) 15 4 

Peak asymmetry refined ()es) 9 10 
('alculatmn range ( _+ F'WFIM)** 4 20 1.5 6 

* l'he maximum d spacing for m+ZrO, is 5.095 A+ 
+ The d spacings of the ToF data (participants 29 and 37) ranged from 0+6 to 1.4 A and from 0.4 to 4.8 A. respectivcl). 
++ The ToF data set from participant 37 included > 2500 unique reflections. 

One X-ra~ particip~,nt read the background from it calibration tile and another used a cosine I'ourier series. Four participants used a Chebyshev polynomial. 
¶ ()nl', three of these studies relined all atoms anlsotropically. 

** ()no X-ra) participant used a range of +_ 69 steps and another used _+ 0.1";, of the peak height. Three neutron participants used ± I%, of the peak height. 

using Cu K~ radiation and a Guinier-H~gg instrument, 
included only 71 unique reflections (upper scan cutoff at 
75°20), whereas participant 12, using Mo K~ radiation 
and a cutoff of 57°20, included 348 reflections, the 
largest of any of the X-ray refinements. Participants 
13 and 19, using Co K~ radiation and a cutoff of 
100°20, had only 93 reflections available for inclusion 
in the refinements. Overall, the Co K~, Cu Kc~ and 
Mo K~ refinements contained 93-104, 71-308 and 348 
reflections, respectively, with the two synchrotron data 
sets containing 254 and 261 reflections. 

In other cases, as observed in Part i, some (X-ray) 
participants chose to severely truncate the data that had 
already been collected. For example, participant 1 used 
Cu K~ radiation and a starting angle of 36°20 for the 
refinement though data had been collected upwards from 
20°20; this truncation removed all of the intense poorly 
modelled asymmetric low-angle peaks. Also, participant 
12, having collected data to 67°20 with Mo Kcr radiation, 
terminated the refinement at 57°20, though there is 
certainly no shortage of reflections at the lower cutoff. 
Having collected the data at a certain step interval (see 
discussion above), no participant altered this step width 
(e.g. by deletion of alternate points) for the subsequent 
refinement stage. 

Perhaps because of the difficulty of access to neutron 
sources and the resultant pressure on beam-time usage, 
none of the neutron participants tampered with the 
limits of the data collected. There is a crude correlation 
between neutron wavelength and scan range (the shorter- 

wavelength data having a lower high-angle cutoff) but, 
even so, the range in the number of reflections in- 
cluded in the constant-wavelength neutron refinements 
was much larger than for X-rays (viz 154-912; Table 
6). The larger numbers of reflections are a result of the 
persistence of relatively large peak intensities to higher 
angles for neutrons than for X-rays, together with the 
more common selection of neutron wavelengths shorter 
than that of Cu Kc~, thereby allowing more reflections to 
be accessed. These restrictions do not, of course, apply to 
ToF data, and one of these participants collected more 
than 2500 reflections. 

Weighting scheme 

All X-ray participants used a weighting scheme based 
on the reciprocal of the observed intensity ~b~ at each 
step. However, as for the PbSO4 refinements described 
in Part I, one respondent (19) provided two additional 
analyses, one based on a unit weighting scheme and the 
other based o n  l[(Yobs)l/2; all three refinements have been 
included in the discussion below. For the synchrotron 
data, the respondents corrected the weights in accordance 
with the scaling factor used to normalize the data to a 
constant time and beam current. 

For the eight neutron experiments in which multiple 
numbers of detectors (N) were used to produce an 
average neutron step intensity, the weight applied to 
each step is N/Yoh~. Only a few participants specifically 
stated in the returned questionnaire that they applied 
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this weighting scheme, but it is clearly evident if 1/Yob~ 
rather than N/Yob~ has been used since the value of 
the Rietveld relinement goodness-of-fit (GoF) parame- 
ter (Young, Prince & Sparks, 1982) then has a value 
substantially less than unity; this was not observed. 

Number (?f parameters and convergence criterion 

As for PbSO4 in Part I, the number of parameters 
included in the refinements of m-ZrO2 varied by a factor 
of two from about 20 to around 45 for both X-rays 
and neutrons (Table 6). The high/low limits roughly 
correspond to the use of isotropic versus anisotropic 
atomic displacement parameters in combination with a 
fixed versus a refined background, respectively (Table 
5). It is worth noting that with three coordinates and 
an isotropic displacement parameter released for each of 
the three atoms in the structure, together with four unit- 
cell dimensions, a scale factor and a 20 zero correction, 
the number of parameters is 18, without consideration 
of refinement of the background or peak width and 
shape. In fact, only six of the X-ray respondents used 
an anisotropic displacement model and, of these, three 
restricted the anisotropy to the Zr atom. On the other 
hand, slightly more than half of the neutron participants 
used an anisotropic displacement model and, in all cases, 
the O atoms in the structure were also modelled with a 
triaxial ellipsoid (Table 6). 

The definition of refinement convergence was also 
variable, with termination imposed when the parameter 
shifts decreased to values ranging from 5 to 30% and 
1 to 30% of the corresponding e.s.d, for X-rays and 
neutrons, respectively. This upper limit may be too large 
to guarantee complete convergence of all parameters in 
the refinement (see Part I and discussion below). 

Background treatment 

Cases in which the background model was refined 
and cases in which it was interpolated are in the ratio 
2:1 for X-rays but occur with approximately equal 
frequency for neutrons (Table 6). The most common 
method of background definition for refinement purposes 
was by means of a simple polynomial in 20, but four 
refinements used a Chebyshev polynomial (Table 5) 
and one X-ray respondent used a nine-parameter cosine 
Fourier series (40). One other X-ray respondent (12) read 
the background from a previously determined file. 

When refined, the number of parameters varied be- 
tween two and nine for X-rays and between four and six 
for neutrons. The use of only two background parameters 
for a pattern spanning 134°20 (participant 20) is conser- 
vative (though the pattern is quite flat), while the upper 
limit of nine parameters (40) is probably excessive; 
this is discussed further below. When interpolated, the 
number of points varied from 4 to 29 for X-rays and 
from 9 to 44 for neutrons. A close examination of Fig. 
2 indicates that the true level of background is reached 

at no more than about ten places in the patterns. Thus, 
when the interpolations contain more than ten points, 
it is likely that the majority of the background values 
incorporate some component of the adjacent reflection 
intensities. The effect of this on the refinement is to 
provide artificially high atomic displacement parameters, 
to the extent that the background is above its real value; 
this is also discussed in greater detail later. 

Reflection-profile width and shape 

For the X-ray refinements, the pseudo-Voigt peak- 
shape function was favoured, with the Pearson VII and 
various 'intermediate' (fi xed-shape) Lorentzian functions 
also being frequently used (Table 6). One participant 
(46) applied the Voigt function; one other (15) used a 
Fourier series. For a detailed description ot all of these 
profile types, see Young & Wiles (1982). For neutrons, 
a Gaussian shape was by far the most commonly used. 

All but 6 of the 27 X-ray refinements allowed for 
a variation of the peak-profile shape and 15 of these 
allowed for angle dependence by providing two or more 
parameters for this purpose in their refinements (Table 
5). Five respondents attempted to model the effects of 
crystallite size and/or microstrain broadening by separate 
consideration of the angular variation of the Gaussian 
and Lorentzian components of the peak width and shape 
using the function of Thompson, Cox & Hastings (1987). 

Fig. 5 shows the variation of peak shape with 
diffraction angle (depicted as a percentage of Lorentzian 
character in the pseudo-Voigt function) determined for 
all data sets during reanalysis using the 'standard' 
program (see below).* As observed previously in 
Bragg-Brentano reflection-geometry X-ray patterns 
(Hill, 1984), the Lorentzian character of the peak profiles 
generally increases with 20. For most of the patterns 
shown in Fig. 5(a), the peaks range from 70 to 100% 
Lorentzian in shape. The data of participant 25 runs 
contrary to this trend, with a decline in Lorentzian 
character to values around 50% at high angles, and 
data sets 9c, 7 and 34 display an increase into the 
so-called 'super-Lorentzian' region above 100%. The 
transmission X-ray data in Fig. 5(b) show a similar level 
of overall Lorentzian character but now the variation is 
concave with 20 rather than slightly convex, as for 
most reflection-geometry patterns (Fig. 5a). This is 
especially apparent in the symmetric transmission data 
of participant 2s. Thus, unlike the results described in 
Part I for PbSO4, the variation in Fig. 5 cannot be 
ascribed solely to differences in refinement strategy 
but is, in addition, strongly dependent on the particular 
instrument used for data collection. 

* II was not possible to show the results appropriate to each of  
the respondents '  retinements since many used peak-shape and -width 
functions that could not be reproduced by the software available to the 
authors. 
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For the neutron data, only four of the respondents 
allowed the peak shape to vary with 20. This is perhaps 
not surprising in view of the fact that the majority 
assumed that the intrinsic shape could not itself vary 
from Gaussian! Two of the variable-shape functions 
incorporated physical models for the crystallite size 
and microstrain broadening as embodied in the work 
of David & Matthewman (1984) and Thompson et 
al. (1987). The results obtained after reanalysis show 
that the Lorentzian character of the peaks is markedly 
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Fig. 5. Peak shape expressed as percentage of Lorentzian character in 

the pseudo-Voigt function, plotted as a function of diffraction angle 
(2#) for the reanalysis refinements of (a) X-ray Bragg-Brentano 
reflection geometry, (b) X-ray transmission geometry and (c) constant- 
wavelength neutron data. 

dependent on the instrument used and that it varies 
over the range 20 to 80% (Fig. 5c). For the majority 
of refinements, the shape function is convex, with an 
increase in Lorentzian character with 20, as observed 
for the X-ray reflection-geometry data in Fig. 5(a). As 
expected, the lower-resolution instruments (e.g. as used 
by participant 21) impose a higher Gaussian character 
on the peaks, whereas the patterns collected on the high- 
resolution instruments (e.g. as used by 6, 3 and 45) have 
higher Lorentzian character, owing to the dominance of 
sample effects, probably related to size broadening. 

9 of the 27 X-ray refinements and 10 of the 15 neutron 
analyses applied a correction for peak asymmetry dur- 
ing the refinement (Table 6). In all but two of these, 
the correction took the empirical form introduced by 
Rietveld (1969); one of these two (participant 6) used 
the Simpson's-rule sum to model the effect of the finite 
vertical height of the detector (Howard, 1982), while 
the other (15) introduced the asymmetry through an 
analytical Fourier series used to 'learn' the appropriate 
peak-shape profile. The ToF refinements imposed their 
own unique asymmetry correction. 

As for Part I, there was a substantial variation in 
the choice of angular region over which a reflection 
was considered to contribute to the surrounding step 
intensity, namely, from 4 to 20 FWHMs in the case 
of the X-ray patterns and from 1.5 to 6 FWHMs for 
neutrons (Table 6). One respondent (15) opted for a 
fixed range of +2.76°20, while four others selected 
a certain percentage of the reflection intensity (0.1 or 
1%; Table 5). The use of a cutoff that is a fixed 
proportion of the peak height has the advantage that it 
is independent of the peak-shape model used. Indeed, 
while the use of a large number (say > 3) of FWHMs 
for the cutoff has no deleterious effects when the peak 
is Gaussian (other than to require an unnecessarily long 
calculation time in the refinement), the use of too small 
a number (say <7) when the peak has a significant 
Lorentzian character causes a severe underestimation of 
the total peak intensity (Toraya, 1986). Although the 
X-ray patterns all contain a high degree of Lorentzian 
peak-shape character, 14 of the 27 X-ray refinements 
were performed with less than seven FWHMs used 
to calculate the contribution of the peak intensity to 
adjacent steps. Thus, 50% of the refinements had poorly 
defined peak intensities and background through exces- 
sive truncation of the peak wings. 

Other features 

Six of the X-ray respondents used ionized rather than 
neutral-atom scattering factors but, where quoted, all 
respondents applied anomalous-dispersion corrections. 
Only one respondent (1) refined a preferred-orientation 
parameter; the value obtained was essentially indistin- 
guishable from zero and it may be assumed that others 
also tried to refine this parameter but decided to fix it at 
zero when an essentially null result was obtained. 
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Refinement strategy for reanalysis of the data 

'Standard' software 

Selection of a 'standard' Rietveld analysis program to 
be used for the reanalysis of the submitted diffraction 
data was a difficult decision. The software used in- 
house by the authors was eventually chosen (i) for 
reasons of familiarity and convenience and (ii) because 
the impacts of the use of particular parameterizations of 
the refinement model are well known (and have been 
comprehensively tested) after many years of operational 
experience. This software is RIET7, an extensively mod- 
ified local version of the programs written by Hill & 
Howard (1986) and Wiles & Young (1981). 

The use of RIET7 for the reanalysis should not be 
construed as a recommendation of this software over 
other Rietveld programs. Indeed, as pointed out in Part I, 
other systems [e.g. GSAS (Larson & Von Dreele, 1986)] 
are capable of providing more flexible Rietveld analysis 
models, including the use of parameters to describe 
sample displacement and transparency, the refinement of 
multiple data sets, the ability to refine hard and soft con- 
straints and linkage to accessory programs for geometric 
and visual representation of the structure. However, 
these additional proficiencies are not considered to be 
necessary for the current application and any advantage 
that might have accrued is outweighed by the fact that 
the use of a program with Wiles & Young (1981) lineage 
will be familiar to the majority (57%) of the participants 
in this study. 

The only data sets submitted by the participants that 
were not reanalysed were the variable-counting-time data 
(9v), and three (of six) data sets collected at different 
combinations of step counting time and step width by 
participant 25. The three patterns from 25 chosen for 
reanalysis were the two at the extremes of counting time 
and step width (i.e. 0.1 s and 0.04°20, and 1.0s and 
0.02°20, respectively), together with the data that were 
refined by the participant (viz 0.3 s and 0.02°20). 

Participant refinements without corresponding reanal- 
ysis results are the two analyses supplied by participant 
19 using unconventional weighting schemes (Table 5), 
the multiple refinements of two data sets submitted by 
participant 13 using three different Rietveld software 
systems, the Guinier-H~.gg refinement of participant 2 
(for which corresponding raw diffraction data were not 
provided), and the two ToF analyses, which could not 
be analysed with RIET7. In one other case, a participant 
(32) submitted a data set without a refinement, so for 
this data there is only a reanalysis result. 

With regard to the Guinier-H~.gg refinement (2g), 
the participant suggested that the results of the crystal 
structure refinement should not be compared with the re- 
sults of other Rietveld refinements because of difficulties 
experienced in the conversion of film densities to digital 
step intensities and the severe problems associated with 
modelling the peak shapes that arise with this data- 

collection geometry. While it is certainly true that the 
Guinier-H~gg results show a substantial departure from 
the general trends displayed by the other results, it cannot 
be determined if the poor results are related to the 
diffraction data itself or to the refinement procedure, as 
the data were not submitted for reanalysis. Also, it would 
be dangerous to generalize from this single example. 
Thus, the 2g refinement results have been included in 
all of the plots and statistical analyses in the expectation 
that their much larger parameter e.s.d.'s will ensure that 
they do not distort the values of the weighted means and 
other indicators. 

Refinement protocol 

Selection of a refinement strategy for use in the 
reanalysis of the participants' data was also difficult. 
The final conditions and parameterizations chosen are 
summarized in Table 7. They represent the combination 
of (i) our experience of Rietveld analysis over many 
years, (ii) an extensive series of refinement trials using 
the submitted data, (iii) consideration of the strategies 
used by the participants in their refinements and (iv) 
knowledge that the strategy, ideally, should be applicable 
to the refinement of all 41 data sets submitted (excluding 
the ToF neutron data, 29 and 37, and the variable- 
counting-time X-ray data, 9v). 

This is not to suggest that the chosen Rietveld re- 
finement protocol is necessarily the best that could 
be nominated for any individual pattern. However, its 
applicability as a benchmark procedure for the refine- 
ment of the submitted data sets as a whole might 
be judged favourably from the fact that it provided 
Rietveid agreement indices Rwr and Rn (Young, Prince 
& Sparks, 1982) that were lower than those obtained by 
the participants for all but 3 and 2, respectively, of the 
36 X-ray and neutron refinements performed. 

Specifically, the strategy takes the step interval as 
provided but, for all refinements, uses uniform nomi- 
nated (Table 7) values for (i) the characteristic X-ray 
wavelengths and their intensity ratio, (ii) the incident- 
beam and IBM polarization correction (where used) and 
(iii) the atomic scattering factors (in the fully ionized 
state, with anomalous dispersion) and scattering lengths 
(International Tables for X-ray Co'stallography, 1974). 
All but two of the pattern backgrounds were refined 
as a five-parameter polynomial in 20; in the two ex- 
ceptional cases (2s, 13a), this simple polynomial could 
not cope with short-range variations in the background 
so it was defined by interpolation between three-point 
smoothed intensities measured at 15 nominated positions 
in the pattern.* Where the data were collected with 

* It should be noted that, when the background intensity values of 
ten points used by participant 13 were applied in the reanalysis of the 
13a data. the agreement indices were extremely poor and the coordinates 
of the O atoms were in substantial error; hence, a new set of 15 step 
intensities was measured from the raw data tot use in the final reanalysis 
refinement. 



820 RIETVELD REFINEMENT ROUND ROBIN. II 

Table 7. X-ray and neutron data refinement protocol using the "standard' software 

The software used is RIE'IT, an cxtensi',el) modified local version of the LHPM code of Hill & Howard (1986} and the DBW3.2 code of Wiles & Young 119811. 

Pattern range 
Step width 
Wavclcngths [AI 

Cu K:g 
Co K;g 
Mo K:g 
Cu K:% 
Co K:q, 
Mo K:% 
Synchrotron neutron 

Intensit~ ratio of :g to :~, {X-rays~ 
Polarization in horizontal planc 
Monochromator correction IX- rays) 

Cu K:~ 
Co K :~ 
Mo K:~ 

Background 
Absorption (l)cbyc Schcrrer onlyl 
Symmetric peak model 

Shape type 
Width parameters 
Shape parameters 

Asymmetry 
X-ra)s 
Neutrons 

Region of peak contribution 
Preferred orientation 
Weighting schcmc 
X-ray scattering factors 
Neutron scattering lengths (fm) 

Zirconium 
Hafnium 
Ox)gen  

Atomic site occupancy 
Convergence criterion 

* Note that the '.alue selected as the interval between step intensit), measurements 
of the dcrtvcd parameter c.s.d's lllill & Madscn, 1986~. 

15 160 211 or corresponding d spacings, unless truncated by available data 
As supplied* 

1.54056 
1.78897 
0.7093(I 
1.54439 
1.79285 
0.71359 
As supplied 
0.5 
Taken as 50% for conventional X-ray sources, or as supplied for synchrotron 

Graphite = 0.80, Ge( I I I ) = 0.79 
Ge( 11 I ) = 0.72 
Go( I I 1 ) = 0.95 
Refined as a tire-parameter function of 20. or interpolated between 15 points (two patterns) 
Cylindrical correction of Weber (1967) for X-rays or Hewat (1979) fi~r neutrons 

Pseudo-Voigt 
U, 1~] W in Caglioti, Polctti & Ricci (1958) relationship 
;'~, ;',,, 73 as a quadratic function of 211 (Hill, 1984) 

Rietveld 11969) method with a cutoffat 33 20 
Simpson's rule sum (Howard,  1982) 
+ 9  I'WIIMs 
None 
Reciprocal of the observed step intensity, corrected for the number of detectors {neutrons) 
Ionized, with anomalous dispersion (International Tuhleslbr X-ray Cr.v.stalloqraphy. 1974) 

7.166 
7.7(X) 
5.805 
Assumed fully occupied, with hafnium content of zirconium site fixed at 1.35 at .% 
Last shift < 5% of corresponding e.s.d 

has no effect on lhe prolile R factors Rp and R,.,,, nor on the goodness-of-tit, but it does affect the ',alucs 

Debye-Scherrer geometry, a correction was made for 
absorption in the cylindrical sample using the tabulation 
of Weber (1967) for X-rays and the formula of Hewat 
(1979) for neutrons. 

The reflection profiles were of pseudo-Voigt type with 
widths refined as a quadratic in tan0 (Caglioti, Paoletti 
& Ricci, 1958) and a Gaussian-Lorentzian mixing pa- 
rameter was refined as a quadratic in 20 (Hill, 1984). 
Reflection asymmetry was modelled with the empirical 
correction of Rietveld (1969) in the case of X-rays (with 
a cutoff at 33°20), and as a Simpson's-rule sum of five 
pseudo-Voigts over the whole pattern (Howard, 1982) 
for neutrons. No preferred-orientation correction was 
applied and all atomic sites were considered to be fully 
occupied, with the zirconium site taken to incorporate 
1.35 at.% hafnium. Step intensities within nine FWHMs 
on either side of the peak were used to calculate the total 
intensity of a particular reflection. 

The refinements were performed using a weighting 
scheme based on the reciprocal of the observed step 
intensity (corrected for the use of multidetectors when 
used for the neutron data sets) and were continued until 
the applied shift in the value of every parameter was 
less than 5% of its corresponding e.s.d. For both X-rays 
and neutrons, each atom was refined with three atomic 
coordinates and an isotropic displacement parameter 
released. For each neutron data set, an additional full- 

matrix refinement was performed using an anisotropic 
displacement model for each atom. 

Benchmark values for the m-ZrOz 
crystal structural parameters 

One of the aims of the present study is to determine 
the accuracy of the m-ZrO2 crystal structure parameters 
derived by Rietveld analysis, that is, the proximity of the 
measured values to the true values of the quantities es- 
timated (Schwarzenbach et al., 1989). It is accepted that 
reference to 'true' values implies that accuracy cannot be 
exactly evaluated but, in order to undertake comparisons 
between different refinements, it is necessary that some 
benchmark approximations to the 'true' values of the 
parameters be obtained. 

Single-crystal atomic coordinates and unit-cell dimen- 
sions 

For the purpose of this analysis and in the absence of 
any other measurements not obtained by Rietveld anal- 
ysis, the 'true' values of the m-ZrO2 atomic coordinate 
parameters are taken to be the weighted averages of the 
estimates obtained in two earlier single-crystal studies. 
These are (i) the structure determination by McCullough 
& Trueblood (1959) from 179 independent Mo K(~ re- 
flections measured from film projections using a natural 
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Table 8. Single-crystal (' benchmark') structural param- 
eters for  m-ZrO2 

Unit-cell dimensions are taken from Adam & Rogers (1959). The 
structural parameters are weighted averages of the values of Smith 
& Newkirk (1965) and McCullough & Trueblood (1959); "external' 
e.s.d.'s were calculated using equation (2) in the text. B values are 
from Smith & Newkirk (1965): no errors were provided. 

a qA) h tA) c IAJ fl I I 
5.1454 15) 5.2075 15) 5.3107 15) 99.23 I8) 

\ .v : B IA 2 } 

Zr 0.27580 t()} 0.04106 ~12l 0.20822 19} 0.303 
O( I J 0.07026 I 151 0.33634 t I 121 0.34069 144) 0,317 
O(21 0.44404 ~246) 0.75502 142} 0.47890 ~11 0229 

specimen of baddeleyite and (ii) the parameters obtained 
by Smith & Newkirk (1965) using 1473 independent 
counter-measured Mo K~ reflections collected on a 
hafnium-free synthetic crystal.* The weighted average 
parameter values were obtained from 

# =  E (1/£), (1) 
i i 

where P, is the parameter value for the ith determination 
and a~ is its e.s.d, obtained in the usual way from the 
refinement procedure. The values of It so obtained are 
shown in Table 8 and are included on all of the plots 
and tables of m-ZrO2 parameters provided below in 
the discussion of the participant and reanalysis Rietveld 
refinement results. 

It is noted here that a few of the weighted-mean 
PbSO4 atomic coordinates determined in Part I from 
Rietveld analysis of X-ray and neutron data were sys- 
tematically different from the benchmark single-crystal 
values of Miyake, Minato, Morikawa & Iwai (1978). 
For example, the S-atom x coordinate from the single- 
crystal study is lower than the X-ray and the neutron 
weighted means by I-2 combined e.s.d.'s. In this case, 
the presence of a systematic difference between the 
powder and single-crystal determinations is probably due 
to problems in the single-crystal refinement arising from 
the very high absorption coefficient of PbSO4 when Cu 
K(t radiation is used, namely, 648 cm - l .  This is unlikely 
to be a problem with the single-crystal data of m-ZrO2 
since the linear absorption coefficient of this material for 
Mo Krt radiation is only 84.5 cm -~. 

There are a number of determinations of the unit-cell 
dimensions of m-ZrO2 in the literature, but all except 
one of these are derived from powder diffraction studies 
undertaken on a wide variety of differently sourced 
materials, many of which used neutron diffraction for 

* T h e  s a m p l e  o f  m - Z r O 2  d i s t r i b u t e d  to  p a r t i c i p a n t s  c o n t a i n e d  the  

n a t u r a l  a b u n d a n c e  o f  h a f n i u m  s u b s t i t u t e d  fo r  z i r c o n i u m  ( a b o u t  2 w t % ) ;  
it is a s s u m e d  tha t  t h e  a b s e n c e  o f  h a f n i u m  in t h e  s a m p l e  s t u d i e d  b y  S m i t h  

& N e w k i r k  ( 1 9 6 5 )  wi l l  h a v e  a n e g l i g i b l e  e f f e c t  o n  the  c r y s t a l  s t r u c t u r e  
p a r a m e t e r  v a l u e s .  

which the calibration of the wavelength may not be 
satisfactory. The single-crystal values of McCullough & 
Trueblood (1959) appear to be unreliable as they are 
much larger than any of the other determinations, and 
Smith & Newkirk (1965) used the values determined by 
Adam & Rogers (1959). Since these latter values were 
obtained with a Guinier-type focusing camera from a 
sample of 'chemically prepared' m-ZrO_~, they are taken 
to be the benchmark (i.e. ' true') unit-cell dimensions for 
m-ZrO2 (Table 8) and are included in all of the plots of 
Rietveld refinement parameter values discussed below. 
We note that corresponding measurements of the unit- 
cell dimensions of HfO2 in the same study by Adam 
& Rogers (1959) indicate that the presence of 2 wt% 
hafnium would change the m-Zr02 values by no more 
than 1 e.s.d. 

Rietveld refinement weighted mean parameter values 

The 'true' values of the m-ZrOz parameters defined as 
above are compared, in the figures, tables and discussion 
below, to the weighted mean values [p,i; equation (1)] 
of the individual parameter estimates obtained both 
by the participants and during reanalysis with RIET7. 
The accuracy of a particular set of Rietveld parameter 
determinations can then be assessed relative to either 
the 'true' benchmark value or the weighted mean values 
derived from the population of about 40 participant or 
reanalysis refinements. 

Estimated standard deviation of the weighted mean pa- 
rameter values IL 

The weighted mean parameter value has an e.s.d. 
that can be calculated in two ways, as proposed by 
Hamilton & Abrahams (1970). These e.s.d.'s allow a 
quantitative determination to be made of the spread of 
the experimentally-derived parameter values about # (i.e. 
their probable error to be measured) and the assessment 
of the presence or otherwise of systematic errors in 
the refinement models and/or data-collection procedures. 
The two types of e.s.d, are defined as follows. 

E.s.d. based on the agreement among the experiments: 

= [ ( p ,  - l i e  , 
I 

(2) 
where n is the number of determinations. This quantity 
is a measure of the mean deviation of the individual 
Rietveld estimates of the parameter values from the 
weighted mean value. It therefore represents a quanti- 
tative measure of the probable error (or accuracy) of the 
parameter (Hamilton & Abrahams, 1970). 

E.s.d. based on the individually estimated standard 
deviations: 

1 = ( 3 )  
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Table 9. Pattern agreement &dices 

The refinement of the Guinier H~igg film data (not supplied for reanalysis), which provided particularly poor values for Rp, Rwp and R s (29.4, 33.7 and 
16.1%, respectively), and the results of two refinements of data set 19 that used a non-standard weighting scheme have been excluded. The background-included 
and background-excluded indices are as defined by Young, Prince & Sparks (1982) and Hill & Fischer (1990), respectively. 

X-rays Neutrons 

Reanalysis (RA) Reanalysis (RA, isotropic) 

Index Participants Background Background Participants Background Background 
{PA) included excluded (PA) included excluded 

Rp 1%) 3.1 13.6 2.9 10.4 7.9-24.4 2.6 8.3 1.7-7.1 2.9 14.2 
Rwp(%) 3.9 18.7 3.3-14.3 10.4-22.2 3.5 10.7 2.2-9.1 3.5 16.7 
R,xp(%) 0.3-15.1 2.1 8.6* 2.5-23.2 1.9 7.3 1.3-7.3 2.1 13.4 

GoF 0.8 30.0 0.7-4.3 0.7 4.3 1.2-4.3 1.2 3.5 1.2 3.3 
R 8 {%) 2.0 16.1 1.3 4.2 !.2 11.0 1.4-.3.7 

* One 'outlier' value of 19.9 was obtained for participant 7, but this was due to difficulties with synchrotron-data normalization. 

This quantity is a measure of the 'average' e.s.d, derived 
for a particular parameter from the individual Rietveld 
analyses. As for the individual Rietveld e.s.d, values, it 
is an indication of the (average) precision of the deter- 
minations but is not a good measure of their accuracy. 

Variance ratio 

A so-called 'variance ratio', 9t, can be calculated from 

91 = (O'ext/O'int) 2. (4) 

In the work of Hamilton & Abrahams (1970), a fixed 
analytical procedure was applied to different data sets 
and any departure of 91 from a value of unity was 
taken as an indication of the presence of systematic 
errors in the data and/or structural model. This same 
argument can be applied to the results of the reanalysis 
refinements of the participants' data using the 'standard' 
software. In the case of the participants' refinement 
results (here, as in Part I), different procedures and 
programs for Rietveld analysis have been applied to 
the data, so that any departure of 91 from unity gives 
a measure of how sensitive a particular parameter is 
to the Rietveld refinement program, diffraction profile 
model and data-collection procedure that were used for 
its determination. 

Results and discussion 

For reasons of clarity and economy of space, the detailed 
results of the participants' (PA) refinements and the 
reanalysis (RA) refinements with RIET7 are considered 
together in the following discussion and in the associated 
tables and figures. 

Refinement agreement indices 

Table 9 provides a summary of the ranges of values 
of the profile agreement indices Rwt,, Rt,, Rexp, GoF 
and RB, both including and excluding the contribution 
of the background to the step intensities [definitions 

of these indices are given by Young, Prince & Sparks 
(1982) and Hill & Fischer (1990)], as obtained from 
the PA and RA refinements.* Figs. 6 and 7 show the 
individual relative values of the indices obtained for each 
participant, plotted left to right, in order of participant 
number within each subset of data-collection conditions 
(note the expanded R-factor scales for the neutron data in 
Fig. 7). Thus, the two-wavelength reflection geometries 
(participants 1, 9, 14, 15, 19, 20, 25, 34, 40 and 46) are 
given first, followed by the single-wavelength reflection- 
geometry data of participant 32, then by the single- 
wavelength transmission-geometry data (participants 2, 
12, 13 and 28), with the synchrotron results (participants 
7 and 8) at the far right of the figures. For neutrons, the 
three ToF results (participants 29 and 37) are placed at 
the right of the constant-wavelength results (participants 
3, 6, 11, 21, 23, 28, 31 and 45). 

Differences in the definitions of the agreement indices. 
Considering the results of the PA refinements first (filled 
circles in Fig. 6), it is clear that all agreement indices 
are spread over a substantial range of values (Table 9). 
As indicated and discussed at length in Part I, some of 
this variation in the PA indices arises from differences 
in the definitions of the individual step intensity terms 
used in the calculation. In particular, the sums may or 
may not include (i) the contribution of the background 
to the step intensity and (ii) those steps in the pattern 
that do not contain an intensity contribution from a peak 
(i.e. background-only regions). 

Although the agreement-index formulae were sup- 
plied by the majority of participants on their returned 
questionnaires, it was not always possible to determine 
if either or both of these conditions applied to the sums 
provided. It can, however, be reasonably assumed that 

* The agreement index R~., similar to RB but using the values of 
the structure factors rather than the integrated intensities of the peaks, 
is gaining increasing acceptance in many Rietveld programs. It is not 
considered here since it was provided in only a minority of participants' 
refinements and is not calculated in RIET7. 
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Fig. 6. Plots of  the conventional background-included Rietveld relinement indices (see text for details) (a) R,p, (b) Rp, (c) RBragg, (d) Rexp and 
(e) GoF obtained in refinements of  the X-ray data collected by each respondent on m-ZrO2. The corresponding indices obtained from the neutron 
data are given in parts (f)  to (j). In each case, the participants" results (PA) are shown as filled circles. The corresponding reanalysis results 
(RA) are shown as open circles for the isotropic displacement model (X-rays and neutrons), and as open squares for the anisotropic displacement 
model (neutrons only). Continuous and dashed lines (long for isotropic and short for anisotropic) have been drawn between adjacent PA and 
RA points, respectively, solely as a guide to the eye. 
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most of those participants who defined the background 
by interpolation (i.e. 17 out of a total of 42 refinements) 
would have calculated the agreement indices with the 
background excluded (see Part I), although participant 7 
is one exception. So, too, would those respondents us- 
ing 'first-generation' Rietveld analysis software (another 
seven refinements) since these programs subtract the 
background from the diffraction profile in a preliminary 
data-preparation step and pass this corrected profile on 
to the Rietveld refinement stage. 

Thus, the PA values in Table 9 contain the same 
degree of uncertainty as those that appear in most 
current published Rietveld analysis papers. To avoid 
this ambiguity and thereby allow valid comparisons to 
be made between refinements collected under different 
conditions, it is reiterated here that a clear statement 

should be made in every published paper dealing with 
Rietveld analysis of the type and nature of the profile 
data included in the R-factor sums. 

For the RA results listed in Table 9, both the 
background-included and the background-excluded 
values of the agreement indices are shown, in both 
cases summed over all steps in the pattern. Thus, unlike 
the PA indices, the RA values contain no ambiguity 
since they have been calculated using both conventions 
in a consistent manner. The most obvious feature of 
the RA results is that the background-included values 
are generally smaller (i.e. better) and display a much 
narrower spread than do the PA results. Improvement 
in the RA values is most apparent in the reduction of 
the index values at the top ends of the ranges shown 
in Table 9. 
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Fig. 7. Plots of the background-excluded Rietveld refinement indices (see text for details) (a) R,,t,, (b) Rp and (c) Rexp obtained in reanalysis 
refinements of the X-ray data collected by each respondent on m-ZrO2. The corresponding indices obtained from the neutron data are given in 
parts (d) to (f). Otherwise, the data are presented as described for Fig. 6. 
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The improvement in the background-included values 
after reanalysis might be due to (i) the use of a better 
pattern profile and crystal structure model in the RA re- 
finements and/or (ii) the fact that background-excluded, 
rather than background-included, index values were used 
to measure the fit for the PA refinements. However, when 
attention is restricted to those twelve X-ray and seven 
neutron PA refinements for which the background was 
included in the calculations (i.e. background refined and 
second-generation software; Table 5; Fig. 6), the RA 
agreement indices are again almost universally smaller. 
This suggests that a major factor in improving the pattern 
fit is the use of a better Rietveld model in the RA 
refinements, namely that described as the 'standard' in 
Table 7. 

The spread of RA background-excluded values is, of 
course, much larger than that shown by the PA values 
(which generally include the background) since many 
of the patterns have substantial background intensities 
and thus very low peak-to-background ratios (Table 2 
and discussion above; Hill & Fischer, 1990). This is 
particularly true of the patterns submitted by participants 
1 and 40 (X-ray reflection geometry), 2 and 13 (X-ray 
transmission) and 11 and 45 (neutrons). In these cases, 
and in all patterns to a lesser extent, the removal of the 
background from the index calculation has highlighted 
the differences in the fits for the reflection profile and 
intensity parts of the pattern and, as a consequence, the 
fit is poorer and the spread of values is increased. 

Aspects of the data plotted. One of the first things to 
note about Fig. 6 (and all subsequent figures detailing the 
PA results) is that several PA refinements do not have 
corresponding RA results and vice versa. In particular, 
the three PA refinements of the X-ray data set 19 were 
undertaken with different weighting schemes (Table 5); 
19c is the only PA refinement that uses the conventional 
weighting scheme of l/(Yobs) SO 19c is the only one of 
the three contributed results that is directly comparable 
with the single RA refinement performed on the data. 
The differences between 19a, 19b and 19c are most 
n,~ticeable in the case of Rwp and Rexp since the step 
intensity weights are directly used in the calculation 
of these indices. However, the weights are not used to 
calculate R~,, RB and the GoF, so the index values are 
much closer in value for the three refinements. 

Similarly, PA refinements 13a and 13b refer to the 
results of the application of different Rietveld programs 
(EDINP and STOE) on one X-ray pattern collected by 
participant 13, whilc PA refinements 13c to 13f" refer to 
the results of three different Rietveld software systems 
(EDINP, STOE× 2 and DBW3.2S) operating on a second 
data set (Table 5). Thus, for participant 13 there are 
only two RA refinements with which to compare (and 
plot) the results from the six contributed PA refinements. 
Finally, the RA refinements 25a, 25b and 32 have no 
corresponding PA results since refinements were not 

performed by the participants. No ToF software was 
available in-house to provide RA results for refinements 
29, 37a and 37b. 

Another point to note about the agreement-index 
plots in Fig. 6 is that the results for PA refinement 2g 
lie well outside the band of values presented by the 
other refinements and often extend outside the figure 
boundaries. Participant 2 has argued (probably with good 
reason) that the Rietveld analysis results obtained from 
Guinier film data are not directly comparable with those 
from the other geometries because of the need to digitize 
the data collected on film. Nevertheless, the 2g results 
are plotted in all figures to provide objectivity in this 
'snapshot' of the status of Rietveld refinement in or 
around the middle of 1992. In fact, the much larger 
e.s.d.'s associated with the 2g results ensure that their 
contribution to the weighted averages is quite minor and 
therefore that the conclusions are not biased towards this 
subset of film-collected data. 

Relationships between Rwp, Rp and RI~ and the data 
collection and reIinement procedures. 

(a) X-rays. The RA refinements were all performed 
with the same software on diffraction patterns from the 
same 'standard' material, with essentially the same mod- 
els for the reflection profiles and crystal structure. Thus, 
it is reasonable to conclude that the observed spread in 
the RA background-included agreement indices shown 
in Table 9 is a function of differences in the 'quality' 
and angular range of the raw diffraction data and/or their 
susceptibility to refinement with the 'standard' model in 
the RIET7 software. 

Examination of the trends exhibited by the conven- 
tional X-ray results displayed in Figs. 6 and 7 reveals that 
the spread of agreement-index values is quite large and, 
furthermore, that there is no obvious distinction between 
the profile fits achieved for reflection (1 to 46) and 
transmission (2 to 28) geometries. The highest values of 
Rwr, and Rp were obtained in the PA results of participants 
19 and 25 (though this was not reflected in the values 
of R~). In the case of 19, this poor profile fit can be 
directly attributed to a combination of poor instrumental 
resolution (Fig. 4a), the use of a fixed peak-shape type, 
only two peak-width parameters, only five FWHMs on 
either side of the peak centre and interpolation of the 
background between only four nominated values (Table 
5). These reasons are consistent with those associated 
with the more poorly fitting refinements obtained for 
PbSO4 in Part I. For refinement 25c, the poor fits appear 
to be related again to poor instrumental resolution above 
90°20 (Fig. 4a), a relatively low intensity pattern (Table 
2), an insufficient convergence criterion of 30% and 
(like for participant 19) a low ratio of observations to 
parameters, OtP (Table 2). 

In the case of data set 19 above, reanalysis with a more 
flexible and appropriate Rietveld model, as set forth in 
Table 7, provides a better fit (Table 9; Fig. 6). No such 
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improvement is obtained for data set 25c, suggesting 
that the poor quality of the raw diffraction data is the 
limiting factor in this refinement. 

The transmission geometries (2 to 28) do not generally 
provide as satisfactory an agreement as do the reflection 
geometries when the Bragg agreement index RB (and the 
GoF index) is considered (especially, as noted above, for 
the Guinier film data, 2g). The reflection-geometry RB 
values fall in the range 2 to 5% for the PA refinements, 
while the transmission results range up to values larger 
than 10% in some cases. The reason for this difference is 
not clear, since refinements that provide poor profile fits 
(as judged by the values of Rp and Rwp) may show quite 
reasonable values of RB (e.g. participant 19), while others 
with good profile fits may show poor Bragg fits (e.g. 1, 
34, 40, 2s and 2d). However, it is important to observe 
that reanalysis reduces these RB values substantially 
(as it does the Rp and Rwp values) to a level that is 
indistinguishable from the reflection results. 

Inspection of the differences between the PA and RA 
refinement protocols suggests that the decrease in RB 
values obtained by reanalysis can be directly associated 
with a more appropriate definition of the background 
achieved by refinement of a polynomial rather than by 
interpolation. Indeed, there is little difference in the PA 
and RA values of RR obtained for two participants (12 
and 28) who refined the background in their analysis 
while, somewhat ironically, the third participant who did 
refine the background in fact should have interpolated it 
since the pattern contains some short-range variations 
that can only be successfully modelled by interpolation. 

The two synchrotron-radiation data sets (7 and 8) dis- 
play by far the best instrumental resolution (Fig. 4a) and 
so may be considered separately from the conventional 
X-ray studies. The much narrower peak widths (and thus 
the more abrupt rise and fall of intensity on the sides of 
the peaks) obtained with synchrotron radiation means 
that the peak shapes and positions are more difficult to 
match, even with the use of the flexible reflection profile 
model in the 'standard' refinement protocol (Table 7). 
The values of Rp and Rwp for refinements 7 and 8 
are thus found to be in the higher part of the Rp 
and Rwp range.* Somewhat surprisingly, the RB values, 
too, are among the largest of the reflection-geometry 
refinements (Fig. 6). Nevertheless, the RA Rp results for 
8 show an improvement over the PA values, owing to the 
inclusion of a larger number of steps in the peak-intensity 
calculation for each peak (i.e. +9 FWHMs rather than 

* It is noted here that the standard Rietveld software used for 
reanalysis (RIET7) does not apply a correction to the weighting scheme 
to take account of the scaling of the raw step intensities due to drifts in 
the synchrotron-beam current. While omission of this correction is not 
expected to alter the final parameter (or RB and Rp) values obtained from 
a converged refinement (Schwarzenbach et al., 1989), it will produce 
inappropriate values of Rwp, Rexp and the goodness-of-fit index. Thus, 
these indices have been omitted from Fig. 6 for participants 7 and 8. 

five), the inclusion of an asymmetry correction and the 
use of a more stringent convergence criterion (shift < 5% 
rather than 30% of the corresponding e.s.d.). 

(b) Neutrons. As observed for the PA refinements of 
PbSO4 in Part I, the agreement indices obtained from 
the neutron-data PA refinements for m-ZrO2 are spread 
over a much narrower (and generally lower) range of 
values than are the X-ray results (Fig. 6; Table 9). This 
is in part because the neutron diffraction patterns are of 
substantially lower resolution than their X-ray counter- 
parts (Fig. 4), with the result that the reflection profiles 
are more easily modelled by the currently available peak- 
shape and -width algorithms. Nevertheless, several of the 
neutron refinements give very poor agreement indices, 
with values of Rwp and RB ranging up to 11% for some 
of the moderate-to-high-resolution instruments (viz 3 and 
23). Once again, reanalysis provides a decrease in the 
agreement index values relative to essentially every PA 
refinement (Fig. 6).* 

For neutrons, the primary limiting factor in providing 
a good fit between the observed and calculated profiles 
(Rp and Rwp) and integrated intensities (Rt~) is the use 
of a Gaussian peak-shape function (participants 3, 11, 
21, 23 and 31; Table 5). Data set 21i is the exception 
to this rule, probably because the pattern has the worst 
(i.e. lowest) resolution together with the highest intensity 
(Fig. 4; Table 2), both of which factors have facilitated 
the peak-shape and -width models in reproducing the 
observed pattern. Poor counting statistics are responsible 
for the high values of Rp and Rwp in the case of 21e 
and 23a (Fig. 6). The two ToF neutron data sets (giving 
three PA refinements) provide among the best profile 
agreement indices but there is some doubt about whether 
this translates into superior values of RB since participant 
29 obtained a very large value of 9.61% and the software 
used by 37 (GSAS) did not calculate this index. 

As for the X-ray refinements, reanalysis of the neutron 
data with a more flexible model gave much better agree- 
ment between the observed and calculated background- 
included profiles and thus a narrower spread for all 
agreement indices, particularly in the case of RR (Table 
9; Fig. 6). The improvement in RR is not solely due 
to the inclusion of the background in the index cal- 
culation, since there was relatively little corresponding 
improvement in the Rp and Rwp values and these indices 
would have also been expected to fall dramatically with 
the deletion of the background. Neutron participants 6, 
28, 31 and 45 are the only ones to use flexible peak 
shapes and background refinement and it is noteworthy 
that these four refinements show little improvement after 
reanalysis. Thus the improvements obtained with the RA 
refinements compared with the PA refinements can be 
clearly associated with the use of a non-Gaussian flexible 

* Note that a discussion of the effect of refinement of an anisotropic 
atomic displacement model (represented by the open squares in Figs. 6 
and 7) is deferred to a later section of the text. 
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peak-shape function and/or the refinement (rather than 
interpolation) of the background. 

R~xt, indices. As expected, the X-ray and neutron 
values of Rexp show a wide spread owing to the large 
variation in data-collection conditions and thus pattern 
counting statistics (Tables 2 and 9). In most cases, there 
is good agreement between the PA and RA values (Fig. 
6), indicating that the calculation algorithm for this index 
is consistent among most of the different versions of 
software used, namely DBW (participants 1, 2, 11, 12, 
19, 25, 34 and 13f), LHPM (6, 9, 14, 19, 20, 28 and 
46), GSAS (31 and 40), EDINP (13a, 13c and 23), ARIT 
(15), PROFIL (3), RIETAN (45) and the 'standard' code, 
RIET7 (see Part I for the descriptions of this software). 
Exceptions to this are the results produced by the STOE 
( 13b, 13d and 13e) and PROF (21) software, which one 
might conclude, therefore, use a nonstandard algorithm 
for the Rexp index and/or alter the magnitudes of the 
'raw' observed intensities. 

Goodness-of-fit index. The values of the goodness-of- 
fit index (GoF) listed in Table 9 and plotted in Fig. 6 have 
been standardized to the definition Rwp/Rexp (Schwarzen- 
bach et al., 1989), as in Part I. The results show a 
wide range of outcomes in the PA and RA refinements, 
although the spread is much narrower and the upper limit 
is substantially reduced in the RA results. Relative to 
the 30 parameters released in the RA refinements, the 
number released in the PA X-ray models was less than 
27 in only 9 of the 25 refinements and greater than 33 
in only 3. For the isotropic neutron analyses, 2 of the 15 
PA refinements had less than 27 parameters and 5 had 
more than 33. Thus, the general decrease in the GoF 
parameter after reanalysis is consistent with a genuinely 
better model for the observed diffraction profiles, rather 
than a result of a consistently larger number of refined 
parameters. 

Despite this improvement, the GoF is substantially 
larger than its ideal value of unity for virtually all 
refinements, implying that there are residual systematic 
errors in the refinement model and/or the raw diffraction 
data. In two of the RA X-ray refinements (2s and 2d), the 
value of the GoF parameter is below unity, suggesting 
that the weighting scheme is in error and/or that more 
parameters have been released in the refinement than the 
data can support (Schwarzenbach et al., 1989). The 2s 
and 2d data sets were collected with a linear PSD, so 
there is some uncertainty about the values of the 'raw' 
step intensities and thus their corresponding variance.* 
There is no evidence that too many parameters have been 
included in any of the reanalysis refinements, although 
the minimum OtP ratio is only 3.7 for data set 13a (Table 

* The same argument can be mounted for all of  the six X-ray and 
one neutron data sets collected with a PSD (Table 2), although the 
detai led effect on the GoF  parameter  will depend on the nature of  the 
data normalization.  

5). For the PA refinements, there are six refinements with 
PtB values lower than 4.0, the smallest being 2.4 for data 
set 13e, and it is likely that the participants found these 
refinements rather unstable. 

Background-excluded agreement indices. With the 
background excluded from the calculation of the indices 
Rwl, and Rp (Fig. 7; Table 9), the values relate more to 
the agreement between the observed and calculated 
reflection profiles above the background than the 
diffraction pattern as a whole. As expected (Hill & 
Fischer, 1990), the background-excluded agreement 
indices are larger than the background-included values 
to an extent inversely proportional to the PtB ratio; 
the minimum Rwp and Rp values are now 10.4 and 
7.9% versus 3.3 and 2.9%, respectively, for X-rays and 
3.5 and 2.9% versus 2.2 and 1.7%, respectively, for 
neutrons (Table 9). 

The removal of the background shows that some of 
the (deceptively) good fits displayed by a few X-ray 
refinements in Fig. 6 (relative to other participants) are 
actually quite poor when attention is focused on the 
reflection profiles themselves. This is true for the data 
of participants 1 (Rwp increases from about 8 to 17%), 
40 (6 to 12%), 2s and 2d (8 and 4% to 16 and 18%, 
respectively); these are data that have among the lowest 
PtB ratios (Table 2). For neutrons, the situation is similar: 
there are large increases in the Rwp and R r values for 
refinements 6, 11 and 23 (R,.p changes from 9 to 17% 
for 23a), 31 and 45 and these data also have generally 
low PtB ratios (Table 2). 

Unit-cell dimensions 

The values of the individual unit-cell dimensions 
derived from the X-ray and neutron powder data are 
displayed in Fig. 8. The ranges of parameter values 
and their weighted means are provided in Table 10. In 
Fig. 8 and all subsequent figures, the weighted mean 
values from the PA refinements are plotted as horizontal 
lines to assist the eye in comparing the values of the 
individual determinations. The e.s.d.'s of the PA and RA 
determinations are presented as error bars on each point; 
if no bars are evident, then the e.s.d.'s are smaller than 
the dimensions of the point plotted. The single-crystal 
weighted mean value (Table 8) is provided in the legend 
of each figure. 

There is a marked deviation of the PA values about 
the weighted mean, especially in the case of refinements 
25, 12, 13d and 13e for X-rays and refinements 21, 23a 
and 37a for neutrons (note that the ordinate scale is 2.5 
times as coarse for the neutron results). For X-rays, the 
a, b and c dimensions each range over about 0.014~; 
for neutrons, they range over about 0.025 ]~. These 
ranges decrease to 0.007 and 0.010 ]k if the outlier data 
sets 12 (X-rays) and 21 (neutrons) are removed from 
consideration. For each individual participant's results, 
the direction and magnitude of the deviations observed 
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Fig. 8. Variation in the unit-cell dimensions determined by refinements using the X-ray data [(a) to (d)l and neutron data I(e) to (h)l. Here, as in 
all subsequent figures, the participants' refinement results are indicated by filled circles connected by a solid line (included as a guide to the eye) 
and the reanalysis retinement results are shown as open circles (isotropic analysis) or open squares (anisotropic analysis) connected by long- or 
short-dashed lines, respectively. The e.s.d.'s of the parameters, determined in the Rietveld analysis, are presented as error bars on each point, 
unless the errors are smaller than the dimensions of the point plotted. The weighted mean parameter values from the participants" refinements 
are plotted as horizontal lines to assist comparison of the individual measurements. Differences between the parameter scales for the X-ray and 
neutron refinements are highlighted by diverging or converging lines between the appropriate parts of the figure. 
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Range 

Table 10. Ranges and weighted means ¢~m-ZrO 2 crystal structural parameters 

X-rays Neutrons 

Participant Reanalysis Participant Reanalysis 0sotropic) 

a (A) 5.1415 5.1558 
h (A) 5.2067 5.2209 
c (A) 5.3081 5.3232 
[1( ) 99.210 99.240 

Zr 
0.2737- 0.2764 

y 0.0357 0.0410 
z 0.21178 0.2115 

(.)( 11 
0.0477 0.0830 

y 0.31"179 0.3421 
: 0.3188 0.3483 

O(21 
04453 11.4630 

.v 0.7545 0.7915 
0.4475 0.4836 

B 
Zr (A 2) 0.155 4.95 

O(I) (A 2) - 1.54 5.36 
O(2) (A z) -4 .02  3.9 

Mean (a,,,l Range Mean (o,,,) Range Mean (,,~,) Range Mean (%,,) 

5.1463 (2) 5.1412 5.1478 5.1460 (21 5.1262 5.151"19 5.1454 16} 5.1279 5.15011 5.1463 (8) 
5.2118 (2) 5.2062 5.2136 5.2116 (3) 5.1906-5.2152 5.2102 O) 5.1923 5.2152 5.2116 (8) 
5.3132 (2) 5.3084 5.3148 5.3130 (2) 5.2923 5.3174 5.3121 16) 5.2941 5.3173 5.3134 (8J 
99.224 ql) 99.218 99.227 99.222 II) 99.213 99.250 99.222 (lJ 99.215 99.242 99.222 (11 

0.27555 (8) 0.2743 11.2760 0.27553 17) 0.2754--I).2782 0.27618 (18) 0.2751 0.2772 0.27592 (14) 
11.04008 18) 0.0391 0.0406 0.04013 (5) 0.0390 0.0407 0.04012 (12) 0.0393 11.0404 0.03987 (9) 
0.20874 (6) 0.2085 0.2097 0.20888 (4) 0.2077 0.2097 0.20861 (131 0.2081 0.2098 0.20861 111"11 

0.11726 (3) 0.0676 0.0797 11.11728 (5) 0.0688 0.0721 0.07043 (19) 0.0698 0.0713 007065 (11"1) 
0.3333 141 0.3302 (I.3357 0.3332 (2) 0.3325 0.3343 I).33336 (12) 0.3329 I).3342 I).33354 (9} 
0.3436 16) 0.3369-0.3482 0.3437 14) 0.3429 0.3447 1"1.34365 (1(1) I).3433 ("1.3452 0.34404 (12) 

0.4498 16) 04434 11.4578 0.4497 151 0.4484 I).4496 044890 181 04485 0.4510 0.44925 (191 
I).7574 15) I).7538-.11.7586 0.7561 (2) 11.7558-0.7589 11.757113 l 17) 0.7567 07583 0.75729 (13) 
0.4782 (5) 11.4620 0.4816 0.4779 (4) 0.4789--(I.48119 0.47959 ( 101 0.4785 0.4795 0.47906 ( I 1 ) 

0.35 (10) -0 .30.2 .73 0.23 (8) 0.12 0.73 027 (4) 0.07 0.39 11.24 (2) 
0.72 (15) 0.23 2.39 0.59 (91 0.+,~~ 0.93 0.54 151 0.22 11.51 11.43 12) 
0.18 12) 0.16 2.76 0.65 1111) 0.04 078 033 (5) 0.06 0.37 0.27 12) 

are consistent for all unit-cell edges, suggesting that the 
wavelength value is in error and/or there is a systematic 
error in the data or method of analysis. It is also possible 
that, in the absence of an internal standard for calibration, 
the cell-parameter refinement partly compensates for 
errors in the 20 scale owing to zero point and sample 
transparency etc. For neutrons, the large deviation from 
the mean in the cases of data sets 21 and 23a might 
indeed be attributed to a poor calibration of the neutron 
wavelength but, for all X-ray determinations other than 7 
and 8 (synchrotron data), the value of the wavelength is 
a physical constant and is thus known to a high degree 
of certainty. 

For the majority of the data sets, reanalysis brings 
the unit-cell values into closer alignment with both the 
weighted mean and the single-crystal values (though 
these latter values appear to be systematically small; cf. 
Tables 8 and 10). For X-rays, the RA values are spread 
over about 0.007/~, a substantial improvement over the 
PA results, while the spread of neutron values was only 
marginally improved to 0.023/~. For the most part, the 
individual changes rendered by RA were only marginal; 
the exceptions are X-ray data sets 1, 12, 13d and 13e. For 
refinements 1, 13d and 13e, the changes may be related 
to the fact that the participant did not refine a 20 zero 
parameter (participant 1 refined a sample-displacement 
parameter instead), while, for data set 12, the huge 
improvement resulting from RA is likely to be due to 
the nonrefinement (in the RA) of a parameter purportedly 
accounting for peak shifts due to sample transparency. 
On the other hand, reanalysis did not improve the deviant 
values observed in the PA refinements of data set 25 and 
there is nothing about either the data collection or the 

refinement conditions provided by the participant that 
can explain why the unit-cell dimensions are so far below 
the mean; we are left to conclude that the diffractometer 
has a residual alignment problem. 

Overall, there is little, if any, systematic difference 
between the spread of unit-cell dimensions obtained 
from data collected with reflection or transmission ge- 
ometry, but the values obtained from synchrotron data 
are (perhaps coincidentally, since there are only two 
determinations) very close to the weighted means. 

For neutrons, the use of a Simpson's-rule asymmetry 
correction (Howard, 1982) in the RA refinements pro- 
duced the expected increase in cell dimensions relative 
to the PA results when these latter refinements included 
only the traditional Rietveld empirical correction (e.g. 
refinements 3a, 3b and 3c). Further discussion on the 
effect of the Simpson's-rule asymmetry correction is 
given in Part I. It is not clear why reanalysis produced 
smaller values of the unit-cell dimensions in the case 
of data sets 28 and 31, but it is worth noting that 
a (quite unusual) negative value for the asymmetry 
parameter was obtained in the PA refinement of 28 and 
that refinement 31 has the lowest OtP ratio of any of the 
neutron data sets (viz 4.7; Table 5). 

The interaxial angle,/4, is unaffected by uncertainties 
in the wavelength value and so shows a much narrower 
range of values for both X-rays and neutrons (Fig. 8). 
The largest departures of the X-ray PA values from the 
weighted mean and single-crystal values are displayed 
by refinements 15, 2s, 13d and 13e and, once again, 
these values are brought into much closer alignment after 
reanalysis with the 'standard' refinement protocol. The 
reasons for the deviation of the PA values are not clear 
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Table 11. Estimated standard deviations ~r and variance ratio ~R o f  the weighted mean parameter values in m-ZrO 2 
(20 X-ray and 12 neutron data sets common to participant and reanalysis only) 

X-rays Neutrons  

Participant Reanalysis Participant Reanalysis (isotropicJ 

cruz t rrin , ~.R o'¢x t aim ~.R croat Crmt ~ ae, a cYin ' 

a {A) [ x 1061 250 19 164 230 17 193 762 44 298 763 41 351 
b ( ~  ( × 106) 258 19 177 248 17 207 1043 46 522 776 42 345 
c IA) ( x 106) 254 21 151 224 18 159 726 47 239 811 45 332 
/ / (  ) 981 242 16 326 225 2.1 992 667 2.2 1183 444 7.1 

Zr 
x ( x l0 t') 89 33 81 33 5.8 276 93 8.8 136 65 4.3 
y (  x 106) 76 28 54 28 3.6 153 86 3.2 95 61 2.4 
z I x 106~ 57 35 47 33 2.0 171 87 3.9 103 62 2.8 

O~1~ 
x l x  106) 204 100 587 219 7.2 251 122 4.2 96 86 1.2 
y [  x 1061 275 223 260 210 1.5 158 108 2.2 95 76 1.5 
z(  x 106) 509 218 406 208 3.8 129 93 1.9 119 71 2.8 

0(2) 
x (x  I0 ") 532 215 575 213 7.3 110 108 1.0 188 75 6.3 
3.~ x 10") 362 191 254 179 2.0 175 107 2.7 133 78 2.9 
z(  × 106) 476 265 438 268 2.7 126 105 1.4 110 72 2.3 

B 
Zr IA 2 x 103) 94 4.0 547 94 4.6 425 30 7.2 17 20 6.6 8.9 
Ol  (A 2 × 103) 155 29 29 103 25 18 37 7.9 22 19 7.8 6.1 
0 2  [A 2 x 10 ~) 20 4.0 26 109 27 17 48 7.9 38 22 7.7 8.2 

but may relate to misindexing of the reflections in the 
initial PA refinement cycles. For the neutron data, the 
only refinement to show a substantial deviation from the 
weighted mean is 21e and this difference is reduced only 
slightly by reanalysis. The explanation for the deviation 
may lie in the facts that data set 21e (and 21i) was 
collected on the lowest-resolution instrument (Table 2; 
Fig. 4) and that the/3 value has the largest e.s.d.; thus, the 
refinement might be expected to be of lower accuracy. 

Values of O e x  t and flint and their variance ratio, 9~, 
obtained for the 20 X-ray and 12 neutron analyses for 
which there are corresponding PA and RA refinements 
are listed in Table 11; limiting the results to these 
refinements means that the effect of reanalysis can 
be established independently of variations between the 
numbers and types of data set used. The spread of the 
unit-cell-dimension values observed among the different 
participants' refinements is a measure of the probable 
error and this is quantitatively estimated by the value of 
fl,~xt. The mean precision of the individual determina- 
tions is quantitatively measured by flint and this is much 
larger than the Rietveld e.s.d, values. Indeed, the spread 
in the values of a, b and c in the PA X-ray refinements 
is, on average, 12, 13 and 12 times as large (i.e. ~1/2) 
as the mean precision of the individual determinations. 
Reanalysis decreases the value of O'int marginally for all 
cell edges, owing to the improvement in the agreement 
between the observed and calculated diffraction profiles, 
but does not consistently decrease the values of fl,~xt. 
Thus, the ratio of spread of unit-cell dimensions to 
their mean precision (i.e. 9~ 1/2) remains essentially 
unchanged after reanalysis (Table 11). This suggests that 
the spread of values between participants has more to do 

with differences in the quality and properties of the data 
than with differences in the software and protocol used 
during the refinement. Similar conclusions apply to the 
neutron calculations for a, b and c and other examples 
have been documented in studies by Hill & Madsen 
(1987). 

The interaxiai angle/3 behaves quite differently from 
the axial length parameters. In this case, the mean 
Rietveld derived precision of the /3 parameter (flint) is 
much closer to the observed mean probable error flext. 
This arises because the value of [3 is derived from esti- 
mates of the differences between peak positions, rather 
than from the values of their absolute positions, and the 
former are not substantially influenced by systematic 
errors in the diffractometer geometry and/or sample 
configuration. 

Atomic coordinates 

The ranges of atomic coordinates and their weighted 
means and e.s.d.'s are provided in Table 10 for the PA 
and RA refinements. Comparisons between the different 
styles of data collection are given in Tables 12 and 13. 
Figs. 9, 10 and 11 show the values of the coordinates 
(and their e.s.d.'s) obtained by individual participants for 
the Zr, O(1) and 0(2) atoms, respectively. 

Zirconium atom. The neutron scattering length of 
zirconium is some 50% higher than that of oxygen (Table 
7) and the Zr atom scatters X-rays some 25 times more 
strongly than the O atom. Thus, the position of the Zr 
atom is well determined by both neutrons and X-rays 
and the PA coordinates are distributed over a relatively 
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Table 12. Weighted m e a n s  (Gext) of m-ZrO z crystal structural parameters provided by participants 

X-rays Neutrons 

Bragg- Brentano Transmission Synchrotron Constant-wavelength Time-of-flight 

a (A) 5.1464 (3) 5.1464 (6) 5.14599 (2) 5.1456 (8) 5.1447 (3) 
h (A) 5.2120 (4) 5.2112 (5) 5.21180 ( < 1) 5.2103 (10) 5.2097 (4) 
c (A) 5.3134 (4) 5.3129 (5) 5.31297 ( < I ) 5.3122 (7) 5.3116 (3) 
[~ () 99.223 (I) 99.224 (2) 99.2239 (3) 99.223 (I) 99.2194 (3) 

Zr 
x 0.27548 (9) 0.27518 (18) 0.27589 ( 1 I ) 0.27632 (28) 0.27605 (I 7) 
y 0.04013 (5) 0.03979 (21) 0.04022 (9) 0.03995 (15) 0.04034 (12) 
z 0.20881 (6) 0.20863 (19) 0.20868 (9) 0.20871 (17) 0.20844 (10) 

O(1 ) 
x 0.0724 (1) 0.0727 (I 5) 0.0748 (3) 0.07035 (25) 0.07054 (32) 
)' 0.3337 (3) 0.3330 (I I) 0.3327 (6) 0.33319 (16) 0.33359 (9) 
z 0.3432 (4) 0.3459 (13) 0.3421 (9) 0.34375 (13) 0.34350 (10) 

0(2) 
,c 0.4486 (3) 0.4537 (16) 0.4492 (3) 0.44892 (11) 0.44887 (I 5) 
y 0.7567 (2) 0.7582 (15) 0.7582 (8) 0.75698 (18) 0.75709 (43) 
z 0.4778 (7) 0.4767 (13) 0.4799 (6) 0.47948 (13) 0.47973 (14) 

B 
Zr (A 2) 0.26 (51 1.59 (36) 0.22 (51 0.4713) 0.14 (I) 
O(I ) (A-') 0.47 ( I I ) 1.72 (36) 0.66 (5) 0.66 (4) 0.30 13) 
(X2) (A 2) 0.35 (12) 1.93 (28) 0.18 (I) 0.49 (5) 0.20 (2) 

Table 13. Weighted means (cre:t) of m-Zr02 crystal structural parameters after reanalysis 

X-rays Neutrons 

Bragg Brentano "l'ransrnission Synchrotron Constant-wavelength 

a (A) 5.1459 (4) 5.1464 (5) 5.14608 (2) 5.1463 (8) 
h (A) 5.2115 (4) 5.2116 (5) 5.21177 (2) 5.2116 (81 
c (A) 5.3128 (4) 5.3133 (5) 5.31302 ( < I) 5.3134 (8) 
l~ ( ) 99.222 (I) 99.221 (I) 99.2216 (I) 99.222 (I) 

Zr 
x 0.27561 (5) 0.27496 (14) 0.27574 (5) (1.27592 (14) 
) 0.04022 (4) 0.03983 (14) 0.04013 (4) 0.03987 (9) 
z 0.20890 (4) 0.20884 (I 4) 0.20886 (6) 0.20861 (10) 

O(I) 
x 0.0720 (3) 0.0743 (19) 0.0735 (3) (1.07065 (10) 
y 0.3330 (2) 0.3340 (7) 0.3329 ( I ) 0.33354 (9) 
z 0.3432 (3) 0.3454 ( 11 ) 0.3432 (4) 0.34404 (12) 

(X2) 
x 0.4489 (3) 0.4522 (18) 0.4495 (4) 0.44925 (19) 
y 0.7562 (3) 0.7553 (5) 0.7571 (2) 0.75729 (13) 
z 0.4776 (5) 0.4765 17) 0.4800 (3) 0.47906 (1 I) 

B 
Zr (A 2) 0.21 (4) 0.60 (41) 0.I0 (5) 0.24 (2) 
O(I) (A-') 0.52 (5) 0.85 (36) 0.59 (28) 0.43 !2) 
0(2) (A a) 0.52 (6) I. 16 (34) 0.64 (21) 027 (2) 

narrow (and similar) range of values about the means 
(Table 10) for both radiations, viz 0.014 to 0.028 ,~ and 
0.009 to 0.014,~ for X-rays and neutrons, respectively. 

In both types of radiation, the weighted mean values 
are all within five combined e.s.d.'s of the single-crystal 
(benchmark) values listed in Table 8. A systematic 
departure of all or most of the individual powder results 
from the benchmarks might be interpreted as suggesting 
that the benchmark (and/or the powder) results contain a 
systematic error. This occurs for the y and z coordinates, 
for which the X-ray and neutron values are very similar 
but consistently lower and higher, respectively, than the 
benchmarks (Table 10, Fig. 9). The fact that the powder 
results were determined from quite different geometries 

and radiations, yet provide consistent values, suggests 
that it is more likely that it is the benchmark that contains 
the systematic error. For the x coordinate, the values 
obtained from the X-ray and neutron refinements straddle 
the benchmark value, with substantial overlap (Fig. 9). 
Thus, it is comforting to note that in no case do the 
subsets of X-ray and neutron determinations provide 
distinct populations of values, despite the difference 
in absorption and scattering power between the two 
'radiations' and the fact that the neutron population was 
derived largely from a single data-collection geometry. 

The spread of X-rays and neutron values was substan- 
tially reduced by reanalysis of the data with the standard 
software and protocol, although the weighted mean value 
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was not significantly affected. In fact, seven of the nine 
X-ray and eight of the nine neutron coordinates had a 
smaller or(.,,, after RA (Table 11), corresponding to a 
reduction in the spread of values to 0.009 to 0.014/~ for 
X-rays and 0.006 to 0 .011 / i  for neutrons. Although the 
value of cri,,t also decreased after RA in the majority of 
cases (indicating the achievement of a better refinement 
fit), this was not as large as the fall in o~.xt, with the result 
that the mean value of 9~ decreased from 4.6 to 4.0 and 
from 3.3 to 2.9 for X-rays and neutrons, respectively 
(Table 11). This means that the Rietveld e.s.d.'s are, on 
average, within a factor of 2 of the mean probable error 
of the determinations. 

We note, in passing, that the comparison of the PA 
and RA values of c*,,xt, O'int and ~ shown in Table 
11 underestimates the improvements obtained from re- 
analysis of the data with the standard software and 
refinement protocol. This is because, as it happens, the 

'worst' PA refinements (viz 19a, 19b, 13b, 13d, 13e, 
13f and 2g) could not be included in the comparison 
since there is no corresponding diffraction pattern (or 
software) available for reanalysis. Similarly, there is 
no PA analysis available for comparison with the quite 
satisfactory RA refinements of data sets 25a, 25b and 32. 

Within the X-ray set of values, the results obtained 
from the Guinier-HS.gg data set (2g) show the poorest 
concordance (at least for y and z) with the weighted mean 
coordinate values (Table 10, Fig. 9); in this case, the raw 
data were not supplied for reanalysis so that it is not 
possible to determine whether the data or the refinement 
is the cause of the poor outcome. The results for the 
symmetric transmission and Debye-Scherrer geometry 
(2s and 2d) also show a substantial departure from the 
weighted means but in both of these cases the deviation 
was largely eliminated by reanalysis. Nevertheless, in 
general, the transmission geometries provide a much 
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larger spread of values for the Zr-atom coordinates, as 
measured either by c~,.,,t (Tables 12 and 13) or by eye 
(Fig. 9). In fact, with or without reanalysis, the transmis- 
sion data refinements have a spread about double that of 
those of the Bragg-Brentano and synchrotron geometries 
and this trend continues (and increases) for the O-atom 
coordinates and displacement parameters (see below). 

Probable reasons for the larger band of values ob- 
served for the transmission X-ray geometries are (i) the 
smaller number of reflections and thus smaller OtP ratio 
collected and used in the refinement (Table 5), and (ii) 
the generally smaller PtB ratio inherent in the diffraction 
pattern (Table 2). Thus, participant 12, using Mo Kc~ 
radiation and refining data to a minimum d spacing 
of 0.74 A (OtP ratio of 8.1; Table 5) obtained superior 
values of the coordinates, whereas participants 2 and 13, 
using Cu and Co radiation, respectively, and collecting 
data only to a minimum d spacing (mostly) well above 
1 A (with OtP ratios of 2.3 to 5.8), obtained substantially 
larger departures from the weighted mean parameter 
values (Fig. 9). 

In contrast, only one of the Bragg-Brentano-geometry 
participants (19) truncated the data collection/refinement 
at a d spacing substantially above 1 A (viz 1.17 ,~; Tables 
2 and 5), and so it is not surprising that refinement 19c 
(the only one that could be modelled here) produced 
among the largest deviations from the mean. Neverthe- 
less, the possibility remains that, even for the same OtP 
ratio, transmission geometry provides crystal structural 
parameters of lower accuracy and precision that those 
obtained from reflection geometry; this is discussed in 
more detail later. 

It is noted that the use of nonconventional weighting 
schemes in PA refinements 19a and 19b produced quite 
large variations in the x- and z-coordinate values relative 
to the corresponding results obtained with 1/Yobs weights 
(19c), especially in the case of unit weights (19a). This 
trend is also observed for almost all of the coordinates 
of the O atoms. 

When the 'outlier' results for 2g (Guinier data) and 
19a and 19b (unusual weights) are removed from consid- 
eration, the spread of X-ray atom coordinates is actually 
smaller than that displayed by the neutron refinements 
(Fig. 9). Furthermore, the effects of reanalysis are greater 
for the neutron data than for X-rays, cr,~,,t and cri.t being 
reduced in eight out of nine and nine out of nine cases, 
respectively (Table !1). For the neutron participants' 
refinements, the greatest departures from the weighted 
mean values of the Zr-atom coordinates were observed 
for data sets 3b, 3c, 21e, 23b and 31 (Fig. 9). The 
common features of these refinements are (i) a hiogh 
value of the d-spacing cutoff (in the range 0.8-1.0 A), 
leading to relatively low values of the OtP ratio (viz from 
5 to 11), (ii) use of a Gaussian peak-shape parameter 
(Table 5) and/or (iii) a low intrinsic resolution of the 
diffractometer (21; Fig. 4b). 

Since there were only two ToF neutron data sets, 
compared with 12 collected with constant-wavelength 
radiation, it is difficult to draw any tenable conclusions 
about the relative spread of the Zr-atom coordinates 
obtained by these two methods. In fact, while the Zr- 
atom coordinates show a smaller range for the ToF 
refinements, the range of O-atom coordinates is generally 
larger (Table 12). 

Oxygen atoms. As discussed above, the neutron scat- 
tering 'power' of oxygen is about two-thirds that of 
zirconium, whereas for X-rays the difference is a factor 
of 25. Thus, as expected, the O-atom coordinates derived 
from the X-ray refinements are more poorly determined 
and are distributed over a much wider range of values 
about the means than are the corresponding neutron 
values (Table 10 and Figs. i0 and 11; note that the 
ordinate scale for the X-ray plots is contracted by a factor 
of three). Indeed, the spread of O-atom coordinates is 
between 0.091 and 0.193 ~ for X-rays but between only 
0.006 and 0.017 ~ for neutrons. The spreads decrease 
substantially to 0.029 to 0.104 ~ and 0.007 to 0.013 
after reanalysis but the mean probable error of the 
neutron data remains superior by a factor of 2 to 7 (Table 
10). Once again, it is comforting to note that there is 
good agreement between the weighted means of both 
types of radiation, all lying within five combined e.s.d.'s. 

For X-rays, the O-atom coordinates are spread over 
such a wide range that all but one of the benchmark 
single-crystal coordinate values [0(2) x] lie within this 
band (Figs. 10 and 11). However, for neutrons, the 
spread of O-atom coordinates is similar in width to 
that observed for zirconium. As a result, several of the 
single-crystal values lie well away from the powder 
neutron bandwidths; cases in point (with the deviation 
shown in terms of the number of neutron cr,,xt values 
in parentheses) are O(1) y (24cr), O(i) z (29cr), 0(2) x 
(61or) and 0(2) y (12or). For three of the six O-atom 
coordinates, the X-ray and neutron weighted means 
are substantially and consistently different from the 
benchmark values, so raising the likelihood that the 
benchmark values are in error. 

Reanalysis narrows the majority of the observed X-ray 
and especially the neutron parameter bandwidths (Table 
11; Figs. 10 and 11), but large variations remain among 
the participants' refinements. Once again, the X-ray 
transmission-geometry data refinements provide the low- 
est precision and accuracy (Table 12), particularly in the 
case of the Guinier-H~igg data (2g), owing to the low 
OtP ratios and the generally poorer peak-to-background 
ratios (Tables 2 and 5). This is manifest in cr,~xt values 
that are, on average, about three times those obtained for 
reflection geometry, even after reanalysis (Table 13). The 
different software used to refine the two data sets col- 
lected by participant 13 has also had an influence on the 
spread of values obtained for the transmission-geometry 
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set (e.g. refinements 13a and 13b) but large deviations 
from the weighted means remain after reanalysis (Figs. 
10 and 11). This suggests that transmission geometry 
imposes a fundamental limitation on the precision and 
accuracy of the derived parameters, perhaps in the form 
of difficult-to-model peak shapes and/or backgrounds. 
Data sets 2s and 13 no doubt also suffer from the 
effects of a generally lower instrumental resolution (Fig. 
4). Nevertheless, transmission geometry can yield good 
results, as in the cases of refinements 12 and 28, when 
the OtP ratio is high (viz around 7 to 8; Table 5), and 
the instrumental resolution is good (Fig. 4). 

The results obtained from reflection geometry are 
generally good, for all the reasons that transmission 
geometry is not, namely an OtP ratio mostly above 
5, a peak-to-background ratio mostly above 60 and 
good instrumental resolution. However, where larger 

deviations from the mean are observed in reflection 
geometry (namely for refinements 1, 19c, 25c and 34; 
Figs. 10 and I1), the deviation is again associated 
with low OtP and PtB ratios. Furthermore, data sets 
19 and 25 were collected with the lowest resolution 
Bragg-Brentano instruments. The two synchrotron X-ray 
refinements (7 and 8) are in close alignment with the 
weighted mean values, especially after reanalysis, and 
have o,,xt values that are similar to those obtained with 
conventional X-ray reflection geometry (Tables 12 and 
13). 

The spread of neutron O-atom coordinate values about 
the weighted mean values is between 2 and 7 times 
smaller than that for the corresponding X-ray refinements 
(Table 10; Figs. 10 and l l). The widest departures (by 
neutron standards) are observed for the PA refinements 
3a, 3b, 3c, I l, 21, 23, 29 and 31 and the common feature 
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of these refinements is that they were all performed with 
Gaussian peak shapes. Reanalysis with a flexible peak- 
shape model largely eliminated all of these 'outliers' but 
problems remain for refinements 3b, 23b and 31 owing 
to the large d-spacing cutoff and hence the inherently 
low OtP ratio (Table 5; Figs. 10 and 11). Data sets 21i 
and 21e also suffered from the disadvantage of having 
the lowest instrumental resolution (Fig. 4b). 

The ToF neutron refinements showed a slightly larger 
spread of values than did the constant-wavelength data; 
this was primarily due to two deviant coordinates derived 
in refinement 29 [O(11 x and 0(2) y]. It is possible 
that these deviations could be due to the rather small 
number of FWHMs calculated on either side of each 
peak (viz 2.35; Table 5) but this could not be confirmed 
by reanalysis since the appropriate ToF software was 
not available. It should, however, be remembered that 

the deviations from the means discussed in the case of 
the neutron results are much smaller overall than those 
observed for X-rays. 

Atomic displacement parameters 

Isotropic model. The ranges, weighted means and 
standard deviations of the isotropic atomic displacement 
parameters, B, are listed in Tables 10-13 and the values 
obtained in the individual PA and RA refinements are 
given in Fig. 12. The PA data include the equiva- 
lent isotropic value, Beq, calculated according to the 
procedure of Hamilton (1959) from the displacement 
coefficients, b 0, in the six X-ray refinements (applied 
only to zirconium in three cases) and eight neutron re- 
finements for which anisotropic models were considered 
(Table 5). The anisotropic ellipsoid was determined to be 
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non-positive-definite for six atoms: Zr for participants 
1 and 25, O(1) for participant 25 and all three atoms 
for participant 13b. These results are not plotted in Fig. 
12. The RA data for X-rays and neutrons given in the 
tables and figure are all bonafide isotropic displacement 
parameters obtained during the respective reanalysis 
refinements. 

(at X-ray data. There is reasonable correspondence 
between the weighted mean X-ray values and the bench- 
mark results obtained by single-crystal analysis (Smith 
& Newkirk, 1965; Table 8), especially for the Zr atom. 
However, as expected, the spread in the individual 
participant results is very wide, ranging from large 
negative (physically unrealistic) values to equally large 
(unrealistic) positive values (Table 10). Reanalysis sub- 

stantially reduces this spread and removes almost all of 
the negative results. However, there is relatively little 
change to the weighted mean and o,,xt values since 
the widely deviant PA results are associated with large 
e.s.d.'s and so have a small effect on the weighted mean 
and standard deviation. An interesting point to note is 
that for Zr the flint values are much smaller relative to 
the o,,,t values than for the O atoms because of the much 
stronger X-ray scattering power of the Zr atom (Table 
11). As a result, the ~ value for Zr is substantially larger 
than that for O, implying that the mean probable error 
of the Zr B parameter is considerably larger than its 
precision (Table 11). 

Significant differences emerge when the influences of 
the three different types of X-ray instrumentation are 
separated out, as in Table 12 and Fig. 12. It is clear that 
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transmission geometry produces a much larger weighted 
mean B value (even for Zr) than does reflection geome- 
try using either conventional or synchrotron radiation. 
Furthermore, the spread of the transmission-geometry 
B values (as measured by ~,,,t,) is much larger than 
that obtained with reflection geometry. The generally 
poorer results obtained with transmission geometry are 
probably due to (i) the difficulty in assigning an absolute 
value for the step intensities when using film data (2g), 
(ii) problems in correcting for specimen absorption (all 
transmission data sets) and (iii) the more restricted range 
of d spacings collected (i.e. all but two data sets had a 
dmin value greater than 1 A; Table 5). In fact, reasonable 
B values were obtained only for refinements 12 and 
28; these data sets had dmin values of 0.74 and 0.88/~,, 
respectively, thereby guaranteeing that the OtP ratio was 
sufficiently large to provide a stable and reasonable 
refinement of the displacement (and other) parameters. 

Reanalysis substantially improved the results obtained 
for transmission geometry (Fig. 12; Table 13) but the 
weighted mean values remain higher than for reflection 
geometry because of the generally low ratio of OtP. For 
refinement 2s, the dramatic improvement in the B values 
from reanalysis is due to the use of a flexible rather than 
a fixed peak-shape function. For 13a and 13c (these are 
the only two unique data sets provided - the other PA 
refinements relate to different software), the very poor 
PA results can only be attributed to the combined use 
of Chebyshev polynomials and the Pearson VII function 
in the EDINP software to define the background and 
diffraction peak profiles. 

For the reflection geometries, RA did not change 
the mean B values substantially and it generally had 
little effect on the individual refinement values. The 
exceptions to this rule were the results for the O-atom 
B values for refinements 19c and 34, which were sub- 
stantially improved by reanalysis. In the case of 19c, 
the poor PA result can be attributed to a very low OtP 
ratio (viz 4.4; Table 5) and the use of a fixed peak- 
shape function and only a four-parameter interpolated 
background function; everything but the OtP ratio was 
improved in the reanalysis. For refinement 34, the cutoff 
d spacing was again rather too large, the peak intensity 
was calculated for only four FWHMs on either side of 
the peaks and the refinement convergence (set at 30% 
for the shift-to-e.s.d, ratio) was perhaps not taken to 
completion (Table 5); once again, the reanalysis of data 
set 34 provided improvements to almost all of these 
less-than-desirable characteristics. 

(b) Neutron data. For the neutron refinements, there 
is good correspondence between the weighted mean PA 
values (Table 10) and the benchmark results obtained by 
single-crystal analysis (Smith & Newkirk, 1965; Table 
8). The spread of values is much smaller than that 
obtained with X-rays, though some participants' results 
deviated quite substantially from the mean. For the 

most part, the largest deviations can be associated with 
refinements of data having a cutoff d spacing of 0.8 
or larger, leading to an OtP ratio of less than about 
11 (viz refinements 3b, 3c, 11, 23b and 31; Table 5). 
The exceptions to this rule are refinements 6 and 28, 
where the use of a flexible peak-shape model was able 
to effectively compensate for the inherent limitations of 
the data range (see below). 

Reanalysis substantially reduced the range of values 
by decreasing the upper limit of the spread (Tables 10, 
12 and 13). As a result, the weighted means of the 
B values were reduced into closer alignment with the 
benchmark values. This effect is most obvious in the 
constant-wavelength values in Tables 12 and 13, where 
the weighted mean does not include the nonreanalysed 
ToF data. In spite of this improvement, reanalysis was 
not able to remove all of the inherent limitations of 
the raw diffraction data and in fact one of the RA 
refinements (11) produced a small negative B value for 
the 0(2) atom [-0.06 (6)A2]. It may be significant that 
this data set was collected with a 400-element PSD 
(providing a step interval of only 0.1°20) and had one 
of the lowest PtB ratios. 

The decrease in B values from reanalysis can be 
attributed to the fact that the majority of the PA re- 
finements were undertaken with a Gaussian peak-shape 
function and generally used too few FWHMs for the 
contribution of the peak to the adjacent step intensities 
to be calculated. The resultant incorporation of part of 
the peak intensity into the background causes the peak 
intensities to be too low and thus the B's to be too high 
(by a factor of almost 2), as observed in the PA results. 
Support for this explanation comes from the fact that 
the three PA refinements that used flexible peak-shape 
functions (i.e. 6, 28 and 45) display the smallest change 
in B values during reanalysis. Furthermore, the three ToF 
PA refinements were not disadvantaged by the ability to 
select a fixed peak-shape function, as were many of the 
constant-wavelength refinements, and thus they do not 
display the same larger-than-normal values for B (Table 
12; Fig. 12). 

It is interesting to note that one participant (21) 
provided data and refinements for two diffraction pat- 
terns collected simultaneously from the same sample. 
One of these was collected in the usual manner and 
is labelled 21i, for 'integral', throughout the present 
work. The other data set was collected using a Cu(111) 
diffracted-beam analyser crystal, thereby measuring only 
the 'elastic' component (hence '21e') of the scattering 
from the sample. Thermal diffuse scattering (TDS) is 
not expected to be present in the elastic data, so that 
the B values derived from a refinement of the 21e data 
would be expected to be larger than those obtained from 
the 21i data to an extent dependent on the amount of 
TDS in the sample. Indeed, all three B values for the 
elastic data refinements are larger than for the integral 
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data, especially for the two O atoms, in both the PA and 
RA refinements; for reanalysis, the increase is 0.022, 
0.119 and 0.105 A2 for the Zr, O(1) and 0(2) atoms, 
respectively. 

Anisotropic model. Anisotropic atomic displacement 
models were used in 6 of the 24 X-ray refinements 
(with 3 of these involving only the Zr atom) and 8 of 
the 15 neutron refinements (Table 5). The individual 
coefficients are plotted in Fig. 13 and the ranges of 
values and their weighted means and associated statistics 
are provided in Table 14. 

For the X-ray PA refinements, two of the seven Zr- 
atom anisotropic ellipsoids were non-positive-definite 
(refinements 1 and 13b*), together with two of the 

* Anisotropic coefficients were not provided for the non-positive- 
definite ellipsoids obtained in this refinement. 

0.032 

four O(1) ellipsoids (13b and 25c) and one of the four 
0(2) ellipsoids (13b). This can be attributed to the 
fact that these refinements had the lowest OtP ratios 
of the anisotropic refinements (i.e. <6); more data, to 
lower d spacings, are clearly required for an adequate 
determination of these parameters. For Zr, the precision 
of the /3 o determinations (O'int) is good, owing to the 
strong X-ray scattering power of this atom but the 
spread of /3ii values (Oext), especially for refinement 
13e, demonstrates that these coefficients are unreliable 
(Fig. 13; Table 14). This leads to large values of 91 for 
the #i~ parameters. For the two O atoms, much weaker 
X-ray scatterers, the precision of the determinations is 
much poorer and more in line with the wide spread 
of displacement-coefficient values obtained, so that the 
value of 91 is generally much smaller than for the Zr 
atom. For none of the three atoms is it possible to 
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ascertain clearly (from the X-ray results) whether or not 
the displacement is truly anisotropic since the spread 
of values for each coefficient ft, is as large as the 
difference between coefficients. In view of the failure of 
the X-ray PA refinements, for the most part, to provide 
reasonable refinements of an anisotropic model for the 
atomic displacement parameters, the reanalysis of these 
data were restricted to an isotropic model and thus no 
X-ray reanalysis values are plotted in Fig. 13. 

On the other hand, refinements of the neutron data are 
generally capable of supporting an anisotropic ellipsoid 
of displacement (Table 14; filled circles in Fig. 13, 
representing each of the eight PA results). This is due 
to (i) the fact that zirconium and oxygen have ap- 
proximately equal and strong neutron scattering lengths, 
(ii) the presence of relatively strong peak intensities at 
small d spacings (arising from the uniformity of neutron 
scattering power with diffraction angle, unlike X-rays) 
and (iii) the general practice of collecting neutron data 

0.016 

to smaller values of d than is usual for X-rays. Thus, 
none of the eight PA refinements produced non-positive- 
definite anisotropic displacement ellipsoids, though one 
came dangerously close [Zr and O(!)  for participant 31; 
Fig. 13]. The relative magnitudes of the ft, coefficients 
suggests that the Zr-atom displacement may be mildly 
anisotropic, with rather less restricted 'movement' along 
the a-axis direction. However, the O-atom ellipsoids 
both appear to be isotropic in character. 

The precision of the Zr-atom ft,-coefficient determi- 
nations is superior to that of the O atoms (though not by 
as much as for X-rays), with the result that the 9~ values 
are commensurately higher. Thus, the spread of Zr-atom 
fl~,. parameters is larger than the precision. This is not the 
case for the/4,-j parameters for zirconium, or for any of 
the corresponding parameters for oxygen, for which the 
9~ values are mostly < 10 (Table 14); in these cases, the 
precision and mean probable errors are approximately 
equal. 
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Table 14. Ranyes and weighted means of the m-ZrO2 anisotropic displacement coefficients (~2) 

X-rays Neutrons 

Participant Participant Reanalysis 

Range Mean (a,z,~ ~ Range Mean (a,~,) '.~ Range Mean (o,~,) 

Zr 
f l t  t 0.002 0.024 0.0049 (6) 24 0.0016 0.0089 0.0040 (8) 39 0.0023-0.0082 0.0040 15) 21 
//22 -0 .000  0.024 0.0021 (6) 25 0.0001 0.0058 0.0026 (5) 19 -0.0007-0.0030 0.0012 (2) 2.5 
/~3 J - 0.001 0.247 0.0025 (4) 24 0.0019-0.0065 0.0035 (4) 12 - 0.0005-0.0025 0.0017 (2) 2.7 
l i t ,  - -0.000--0.007 0.0005 (3) 4.5 -0 .0020  0.0004 -0 .0004 (2) 1.9 -0 .0012 0.0024 0.0000 (2) 4.7 
/~t3 -0.001 0.002 0.0001 (2) 4.2 0.0001-0.0016 0.0004 (1) 0.9 -0.0013-0.0006 -0 .000  (1) 1.0 
/ ~ 2 ~  -0.000-0.003 0.0002 (1) 0.4 -0 .0008 0.0015 -0 .0004 (2) 2.1 -0.0011 0.0002 -0 .0003 (I) 0.9 

O(I) 
l/tt 0.000 0.022 0.016 (6) 2.0 0.0034-0.0096 0.0055 (7) 12 0.0017 0.0066 0.0040 (3) 4.6 
[ / 2 2  0.008-0.019 0.013 (2) 0.9 0.0033 0.0119 0.0059 (8) 17 0.0015 0.0058 0.0037 (3) 4.9 
fl~.~ -0.001 0.009 0.005 (2) 1.2 0.0002 0.0076 0.0052 (5) 7.9 0.0016-0.0054 0.0042 (2) 2.3 
/~t2 -0 .002  0.008 0.006 12) 1.6 0.0006 0.0044 0.0018 (3) 4.3 -0.0007-0.0042 0.0016 (2) 2.5 
/ / t 3  - 0000 -0 .007  0.002 11) 02  -0 .0045 0.0028 0.0001 (3) 4.4 -0 .0036  0.0004 -0 .0008 (2) 3.0 
[/2. ~ -0.008-0.034 -0 .005  {1) 0.5 -0 .0026-  -0 .0012 -0 .0017 (2) 1.2 -0 .0048 -0 .0016 -0 .0026 (3) 5.3 

0(2) 
[It  t 0.008-0.016 0.009 (2) 0.2 0.0021-.0.0075 0.0042 (6) 10 -0.0002-0.0050 0.0023 (2) 2.4 
//22 0.002-0.008 0.004 [ I ) 0.2 0.0024 0.0058 0.0035 (4) 3.8 - 0.0024 0.0055 0.0023 (4) 10 
//33 0.004 0.015 0.012 (2) 0.8 0.0020-0.0090 0.0045 (8) 19 0.0012-0.0056 0.0031 (3) 6.1 
[ ~ t 2  -0.000-0.003 0.002 (1) 0.2 -0.0021-0.0001 -0 .0005 (2) 0.9 -0.0016--0.0028 0.0001 (3) 8.0 
/3~ ~ - 0.005-0.1)04 0.001 (2) 1.0 0.0001- 0.0050 0.0008 (2) 1.6 - 0.0000- 0.0027 0.0006 (1) 1.9 
[323 - 0.001 .0.005 0.002 l I) 0.6 - 0.0003-0.0015 0.0003 [I) 0.8 0.0002 0.0028 0.0006 (1) 1.9 

Reanalysis. In view of the fact that many of the 
neutron diffraction patterns supported an acceptable 
anisotropic refinement model, all neutron data sets 
were submitted to a separate full-matrix refinement 
with anisotropic coefficients in order to obtain a direct 
measure of any improvement in the agreement between 
the observed and calculated diffraction profiles generated 
by the more flexible displacement model. The crystal 
structure parameter results arising from these anisotropic 
displacement model refinements have been included in 
all of the earlier figures describing the RA studies. 

Comparison of the long (isotropic) and short 
(anisotropic) dashed lines in Figs 6 and 7 shows that 
there is very little change (albeit a decrease) in the 
values of the profile agreement indices R,,.p or Rp 
upon implementation of an anisotropic-displacement 
refinement model in the reanalysis refinements [Rexp 
changes uniformly with (N-P)I/2 I. There is, however, 
a substantial decrease in most of the values of RR (viz 
from an average of 2.19 to 1.68%), suggesting that 
the anisotropic model is significant in determining the 
crystal structural components of the overall agreement 
between the observed and calculated diffraction profiles. 

With everything else unchanged, replacement of an 
isotropic by an anisotropic displacement model for m- 
ZrO2 corresponds to an increase in the number of refined 
parameters from 30 to 45. Although it is not ideally 
suited for use in the context of powder diffraction re- 
flections with variable amounts of overlap, the Hamilton 
(1965) R-factor significance test can be used to test 
the hypothesis that all atoms have isotropic rather than 
anisotropic displacement. If the number of 'observations' 
is taken to be 154, the minimum number of reflections 
included in the neutron reanalysis refinements, then the 
value of 9~15. J 09,0 005 is 1.165, compared with an RR- 

factor ratio of 1.302, and the hypothesis can be rejected 
at the 0.005 confidence level. In fact, the number of 
degrees of freedom must be reduced to 57 (and thus the 
number of independent 'observations' to 102) before the 
hypothesis can be rejected at this level. 

Re-examination of the plots of the RA crystal struc- 
ture parameters (Figs. 9, 10 and 11) shows that several 
of the individual PA atomic coordinate values change 
by up to three or so times the value of O'in t when the 
displacement model is anisotropic. The largest departure 
of the weighted mean isotropic parameter value from 
that determined in the anisotropic model occurs for the 
Zr x coordinate (Fig. 9d) and the 0(2) y coordinate (Fig. 
1 le), for both of which the difference is only about three 
times cr~,,t. The fact that there is only a small effect on 
the structural parameters is no doubt due to the relatively 
isotropic nature of the displacement ellipsoid itself. 

The full set of RA displacement coefficients is pre- 
sented in Fig. 13, along with the results of the corre- 
sponding eight PA refinements. As observed and dis- 
cussed above in the case of the isotropic B values, the RA 
/]ii coefficients are systematically smaller (by about 30%, 
on average) than those obtained by the participants. Once 
again, the difference can be attributed to the fact that the 
majority of the PA refinements were undertaken with a 
Gaussian peak-shape function and too few FWHMs to 
calculate the contribution of the peak to the adjacent step 
intensities. Unfortunately, several of the RA ellipsoids 
became non-positive-definite upon reanalysis, albeit by 
amounts less than twice the value of O'in t . The data 
affected in this way were those of participants 11, 23b, 
28 and 45, each with OtP ratios among the smallest. 

Reanalysis produced a reduction in the value of the 
mean probable error (o¥×t) of each anisotropic coeffi- 
cient by a factor of about two, leading to a decline in 
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the value of 9~ for eight of the nine 3ii coefficients. 
The ellipsoid orientation coefficients [40 are the most 
refinement-sensitive of any of the structural parameters, 
with values distributed around zero, so it is not surprising 
to find that reanalysis changed the sign of four of the 
nine of these coefficients (Table 14). Furthermore, the 
RA results confirm in a very clear-cut way the results 
implied from the PA refinements in that the Zr-atom 
displacement ellipsoid is clearly anisotropic and that 
those of the two O atoms are essentially isotropic. 

Relative importance of the instrumentation and data- 
collection conditions versus the software system and 
refinement protocol used 

The value of O'ex t for the PA refinements gives an in- 
dication of the overall mean probable error of a Rietveld 
refinement undertaken with nonspecified instrument, ra- 
diation, data-collection procedure, refinement protocol 
and software package; these values are given in Tables 
10 to 13. The effects of refinement protocol and software 
package are removed from the corresponding RA cr,,xt 
values in these tables, which therefore give an indication 
of the likely mean probable errors that would be encoun- 
tered as a result of collecting data with a nonspecified 
instrument, radiation and data-collection procedure. The 
conclusions reached from this comparison are that: 

(i) software and refinement protocol have little or no 
influence on the mean probable errors (m.p.e.'s) of the 
X-ray and neutron unit-cell parameters - the m.p.e.'s 
are determined almost entirely by the instrumental and 
data-collection conditions; 

(ii) about 30% of the m.p.e.'s of the participant 
X-ray and neutron atomic coordinates are due to the 
software and refinement protocol, with the remainder of 
the variation arising from differences in instrumental and 
data-collection conditions. 

Further detailed and more quantitative discussions of 
this aspect of the results will be presented in Part III 
of the round-robin project, using a multivariate analysis 
approach. 

Conclusions and recommendations 

For clarity, the conclusions and recommendations ema- 
nating from the detailed discussion above are provided 
here in summary form. It should be noted that these 
conclusions are relevant to data collection on, and to 
refinement of, the crystal structure of the m-ZrO2 sample 
provided and that they may not all apply in the gen- 
eral case. Thus, where recommendations of a specific 
numerical kind are provided, these values should be 
taken as a guide only. In fact, it may be expected 
that many of the deficiencies highlighted below will be 
substantially worse when other more complex materials 
are considered. 

(i) Rietveld analyses are currently being performed 
with a large (and increasing) number of different soft- 

ware systems using sometimes very inappropriate refine- 
ment strategies. These differences together account for 
some 30% of the observed variation in the derived crystal 
structure parameters. 

(ii) Data collection for Rietveld analysis is being per- 
formed on a wide variety of instruments using conven- 
tional and synchrotron X-rays and constant-wavelength 
and time-of-flight neutrons. The wavelengths range from 
0.71/~ (Mo) to 1.79 ]k (Co) for X-rays, and from 1.05 to 
1.91/~ for neutrons (excluding time-of-flight). All four 
types of radiation sources can yield high-quality data 
using a wide range of beam-monochromatization and 
detection systems. 

(iii) The most common combination of X-ray data- 
collection conditions (60% of respondents in this study) 
is parafocusing reflection geometry using a flat speci- 
men (Bragg-Brentano instrument), Cu K~ radiation, a 
diffracted-beam graphite monochromator and a single 
proportional or scintillation detector. For neutrons, the 
most common instrumental configuration is a constant- 
wavelength beam utilizing multiple detectors. 

(iv) Data-collection conditions vary markedly be- 
tween participants. There is little or no consistency in the 
selection of step width, step counting time or scan range 
in terms of either diffraction angle or d spacing. These 
differences lead to large variations in: (a) the number 
of steps included in the analysis; (b) the overall pattern 
intensity and hence its counting statistics, particularly 
at high angles; (c) the d-spacing range, and hence the 
number of Bragg peaks (observations) included. All of 
these factors have the potential to substantially influence 
the outcome of the Rietveld refinement and point to 
the need for much greater attention to be given to the 
selection of the parameters for data collection. 

A qualitative assessment of the refinement results 
provided here for m-ZrO2 and in earlier systematic stud- 
ies on c~-A1203 (corundum) by Hill & Madsen (1987) 
suggest that the most time-effective data-collection con- 
ditions are those for which between 10000 and 20000 
counts are accumulated in the most intense step in 
the pattern and for which the step width is 0.2 to 
0.3 times the minimum FWHM. As a general rule, it 
is recommended that the widest possible range of d 
spacings should be collected, in order to maximize the 
observations-to-parameters ratio. 

(v) The angular resolutions of the X-ray instruments 
span a factor of only about two across the scan ranges, 
despite the use of a wide range of divergence-, receiving- 
and scatter-slit combinations. The single-wavelength 
(incident-beam-monochromator) patterns show the 
narrowest peak widths. The constant-wavelength neutron 
instrumental resolution functions show a much wider 
range of diffraction-peak widths and are themselves a 
factor of three larger than the X-ray widths. This large 
variation is due to the use of customized monochromator 
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take-off angles in some instruments, which shift the 
peak-width minimum to higher angles. 

Careful attention should be paid to the instrumental 
configuration and alignment, in the knowledge that this 
can substantially influence the quality of the data col- 
lected. For example, the simple inclusion of Soller slits 
(with a small acceptance angle) in the beam path can 
significantly reduce peak asymmetry. 

(vi) The peak-to-background ratios of the patterns 
vary markedly among the different instruments used. 
The best X-ray PtB ratios (104 to 274) were obtained for 
those conventional and synchrotron instruments utilizing 
an incident-beam monochromator (and hence providing 
single-wavelength patterns). Conventional X-ray parafo- 
cusing reflection diffractometers provided reasonable 
PtB ratios (21 to 117) but the values obtained with 
transmission-geometry X-ray instruments were generally 
much poorer (4 to 37). The constant-wavelength neutron 
data provided very low PtB ratios (4 to 13). 

It is noted that the PtB ratio can be substantially 
improved by adjustments to the instrument, such as, 
for X-ray machines, the receiving-slit aperture and the 
pulse-height-analyser settings on the detector. 

(vii) As observed for the refinements of PbSO4 in 
Part I of this study, there is limited consistency among 
Rietveld practitioners in regard to the protocol used to 
perform the Rietveld refinements of m-ZrO2. Differences 
in the nature of the material and of the experiment 
itself are not always taken properly into consideration in 
selecting the detailed conditions for data collection and 
each participant has an established way of performing 
the refinement that appears not to take account of these 
conditions. For example, many participants used the 
same refinement procedures for PbSO4 as for m-ZrO2 
and changed this very little in moving from the analysis 
of X-ray to neutron data. 

As a rule of thumb, the connection between the nature 
of the material under study and the data-collection and 
refinement conditions should be more closely recognized 
than is demonstrated by the current survey. This applies 
particularly to: (a) the range of d spacings and hence 
the number of reflections included; (b) the total number 
of parameters refined; (c) the flexibility assigned to the 
peak width and shape functions; (d) the treatment of the 
background; (e) the range of data points around each 
peak that are included in the intensity calculation; (.~ 
the criterion used to define convergence. 

(viii) The major factors limiting the accuracy of the 
derived crystal structure parameters for m-Zr02 are as 
follows. 

The use of  insufficiently flexible peak-shape functions. 
The substantial and variable Lorentzian character ob- 
served in the neutron (and especially the X-ray) patterns 
dictates that a Gaussian (or otherwise fixed) peak-shape 
function is not appropriate. Nevertheless, a pure Gauss- 

ian function was used in the majority of the neutron 
patterns and led to poor pattern fitting (and hence poor 
agreement indices) and incorrect partitioning of the step 
intensities between the peaks and background (and hence 
to poor values for the atomic displacement parameters). 
Similar difficulties were observed in the X-ray and 
neutron patterns when fixed intermediate Lorentzian 
shapes were used and/or the derived shape was not 
allowed to vary further across the pattern. 

Use of  an insufficiently wide range of  diffraction an- 
gles on either side of  the peak centroid. Failure to include 
a wide enough window of steps around the peak causes 
severe peak truncation, leading to incorrect partitioning 
of the step intensities between the peaks and background 
and hence to poor determination of atomic displacement 
parameters. This often occurred when the peak had 
significant Lorentzian character. To avoid truncation, the 
appropriate angular range should be varied, depending 
on the intrinsic peak shape, rising from as few as two 
FWHMs for a Gaussian peak to ten or more FWHMs for 
peaks with substantial Lorentzian character. The ability 
to define the contributing range of steps in terms of a 
percentage of the peak intensity offers a clear advantage 
over the use of a fixed number of FWHMs. 

The use of  an insufficiently flexible or a too flexible 
model for  the background. Many respondents who used 
an interpolated background provided values for parts of 
the pattern where the step intensities clearly incorporated 
contributions from adjacent peak intensities, especially 
at the high-angle end of the pattern. This led to over- 
estimation of the atomic displacement parameters. For 
background refinement, many of the models did not 
incorporate enough parameters (i.e. only two), used 
too many parameters (i.e. as many as nine, leading 
to reduced stability and possible interference with the 
determination of the atomic displacement parameters), or 
should have used an interpolation (or other appropriate) 
model owing to the presence of background 'humps' 
arising from short-range ordering. 

Omission of  the high-angle data from the refinement. 
Refinements in which the data were limited to d spacings 
above about Ilk were, of necessity, restricted to the 
inclusion of about 140 reflections and hence to an 
observations-to-parameters ratio of between about 3 and 
6, depending on the exact number of parameters refined. 
This severely limited the accuracy and precision of the 
derived crystal structure parameters (except in the cases 
of the best-resolved patterns) and, especially, of the 
atomic displacement parameters. 

Poor instrumental resolution and~or a peak-to- 
background ratio less than about 50 for  the strongest 
peaks. Naturally, this leads to poor discrimination 
between overlapping peaks and also between weak 
peaks and the background. The degradation of the 
derived parameter values was often not reflected in the 
agreement indices and, in fact, these data sets sometimes 
yielded the lowest (ostensibly the best) values for the 
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Rwp and R r indices if the background was incorporated 
into the index calculations. 

Maximum step intensity in the pattern below about 
2000 counts. A low pattern intensity causes difficulties in 
discriminating between weak peaks and the background, 
especially for the high-angle region of the X-ray patterns, 
in which the peak intensities are necessarily smaller, ow- 
ing to scattering-factor fall-off. In this case, the primary 
effect is witnessed in the poor values of the atomic 
displacement parameters. 

Insufficiently strict convergence criterion for  the least- 
squares refinement. Poor crystal structure parameters 
were sometimes associated with refinements that were 
apparently terminated when the parameter shifts in the 
last cycle were up to 30% of the associated parameter 
estimated standard deviations. It is likely, though not 
confirmed, that these analyses could have produced sub- 
stantial additional changes in some parameter values had 
the refinement been continued. From personal experi- 
ence, a termination value of 10% or less is recommended 
to ensure that convergence is achieved. 

(ix) The precision and accuracy of the population of 
crystal structural parameters (and agreement indices, in- 
cluding the goodness-of-fit parameter) produced from the 
participants' refinements were substantially improved 
by reanalysis of the data using a single Rietveld pro- 
gram and an 'optimal' refinement protocol. This proto- 
col incorporates the observations and recommendations 
documented in (viii) above and is provided in detail in 
Table 7. 

(x) Overall, differences in the instrumentation and 
data-collection conditions used by participants account 
for about 70% of the variation in the derived crystal 
structure parameters. The remainder of the variation can 
be attributed to differences in the Rietveld refinement 
protocols and/or the software used lcf. (i) above]. 

(xi) As observed for Part I, all agreement indices are 
spread over a substantial range of values. Some of this 
variation is due to differences in the definitions of the 
indices, namely whether or not the background itself 
and/or the background-only regions are included in the 
index calculations. In fact, some deceptively good fits 
displayed by a few X-ray refinements are actually not 
so good when attention is focused on the peak profiles 
by subtraction of the background. Thus, it is desirable 
that both types of agreement indices be calculated and 
subsequently quoted in published work in order to permit 
valid comparisons to be made between instruments with 
different PtB ratios and using different wavelengths. 

(xii) Transmission-geometry instruments often pro- 
vided results poorer than those obtained using reflection 
(flat-plate) geometry, owing to the generally more re- 
stricted range of diffraction data that is accessible and 
to the generally lower PtB ratios. Film-based X-ray data 
provided the poorest results in this study, although it 

should be emphasized that only one data set of this kind 
was submitted to the survey. 

(xiii) The overall spread of the unit-cell dimensions 
is 0.014 ]~ for X-rays and 0.025/~ for neutrons, much 
larger than the corresponding precision of the deter- 
minations. Differences between participants' values are 
consistent for each of the cell dimensions and did not 
change substantially following reanalysis. This suggests 
that the wavelength value is in error and/or that there 
are residual systematic errors in the raw data, perhaps 
due to misalignment of the sample or the instrument. 
The best way of providing accurate unit-cell dimensions 
is to incorporate a comparison with an internal standard 
material. 

(xiv) The unit-cell dimensions form a set of param- 
eters distinctly separate from the atomic coordinates 
and displacement parameters. The precision of the unit- 
cell-dimension magnitudes is extremely high, but their 
accuracy (mean probable error) is about 16 times worse 
than their estimated standard deviations. The inaccuracy 
is probably due to the fact that, in the absence of an 
internal standard, the refinement of unit-cell dimensions 
partly compensates for errors in the 20 scale due to 
zero-point and sample transparency etc. On the other 
hand, the unit-cell interaxial angles are determined with 
substantially lower precision than the cell edge lengths, 
to the extent that the e.s.d.'s are close in magnitude to 
the mean probable errors. 

(xv) The X-ray and neutron Zr-atom coordinates are 
distributed over relatively narrow and similar ranges of 
values about the weighted mean values, viz 0.014 to 
0.028 ]~ and 0.009 to 0.014/~, respectively. Reanalysis 
reduces these ranges to 0.009 to 0.014 ,~ for X-rays and 
0.006 to 0.011 ,~ for neutrons. The weighted mean values 
are all within five combined e.s.d.'s of the single-crystal 
values. With or without reanalysis, the transmission 
X-ray data refinements have a spread about double that 
of the reflection geometries. 

(xvi) The O-atom coordinates derived from the neu- 
tron data are determined with about the same accuracy 
as for the Zr atom, viz 0.006 to 0.017 ,~ about the mean, 
decreasing to 0.007 to 0.013/~ after reanalysis. The 
corresponding values derived from the X-ray data are 
distributed over a very much wider range, viz 0.091 to 
0.193/~, owing to the smaller relative scattering power 
of the O atom. This wide band decreases markedly to 
0.029 to 0.104,~ after reanalysis but the spread is still 
large. There is good agreement between the weighted 
means for X-rays and neutrons but several of the 'bench- 
mark' single-crystal values fall well outside the (narrow) 
band of neutron values; this suggests that the neutron 
powder determinations may actually be more accurate 
than these particular X-ray single-crystal experiments. 
Once again, the transmission-geometry X-ray results 
have the lowest precision and accuracy, owing to their 
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generally lower observations-to-parameters and peak-to- 
background ratios. 

(xvii) The X-ray isotropic atomic displacement pa- 
rameters are in reasonable agreement with the single- 
crystal values when determined from data obtained with 
fiat-plate reflection-geometry instruments. On the other 
hand, transmission geometry produces very poor param- 
eters ranging from large negative to large positive values. 
The spread is reduced and all of the markedly deviant 
values are eliminated for all instrument types during 
reanalysis, but the transmission values remained poor 
by the standards set by reflection geometry. 

(xviii) As expected, the neutron refinements produced 
a much narrower range of isotropic atomic displacement 
parameters than did the X-ray data and the weighted 
means are in good correspondence with the single-crystal 
values. The neutron values improved substantially after 
reanalysis, primarily owing to the introduction of a 
flexible peak shape into the refinement model. All but 
the lowest-resolution neutron data supported a sensible 
anisotropic displacement ellipsoid (albeit subtle) for all 
atoms and the improvement in the refinement produced 
by this model was shown to be significant at the 0.005 
confidence level. 

Provisional protocol for Rietveld 
data collection and analysis 

Although it is not the intention of the Commission to 
recommend a detailed protocol for Rietveld refinement 
in the present work, it is clear from the results obtained 
from this round robin that the reliability of refinements 
would be substantially improved if the following guide- 
lines were adopted: 

Collect, and include in the refinement, the maximum 
reasonable range of d spacings. The preferred ratio of 
observations to structural parameters is > 10:1. 

Maximize the instrumental resolution and peak-to- 
background ratio. 

Ensure adequate counting statistics at the small-d- 
spacing end of the pattern. 

Provide sufficiently flexible models for the back- 
ground and the peak shape and width. 

Include an adequate range of steps on either side of 
the peak centre. The preferred cutoff method is down to a 
small percentage (say 0.1%) of the intensity of the peak. 

Refine the model to convergence. The parameter shifts 
should be less than 10% of the associated e.s.d.'s in the 
final cycle. 

For accurate unit-cell dimensions, include an internal 
standard. 

Specify the type of agreement index used. 

The CPD is very grateful to Professor T. Yamanaka 
of Osaka University, Japan, for supplying the sample 
of m-Zr02.  Statistical manipulations and spreadsheeting 
were performed with the Lotus 1-2-3 for Windows TM 

package (version 1.1) and the graphs were produced with 
the Sigma Plot TM package of Jandel Scientific (version 
5.01). Special thanks are extended to the 31 individuals 
from 26 laboratories who donated their valuable time and 
data, without which this project would not, of course, 
have been possible. 
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