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The pair angle distribution function (PADF) is a three- and four-atom correlation function that characterizes the local angular structure of disordered materials, particles or nanocrystalline materials. The PADF can be measured using X-ray or electron fluctuation diffraction data, which can be collected by scanning or flowing a structurally disordered sample through a focused beam. It is a natural generalization of established pair distribution methods, which do not provide angular information. The software package pypadf provides tools to calculate the PADF from fluctuation diffraction data. The package includes tools for calculating the intensity correlation function, which is a necessary step in the PADF calculation and also the basis for other fluctuation scattering analysis techniques.

## 1. Introduction

Fluctuation scattering techniques have been developed for studying the structure of disordered materials such as colloidal materials, liquid crystals and amorphous solids (Treacy et al., 2005; Kurta et al., 2016; Zaluzhnyy et al., 2019) and for singleparticle imaging of, for example, proteins, viruses and nanoparticles (Kirian, 2012; Donatelli et al., 2015; Kurta et al., 2017; Pande et al., 2018). Depending on the context in which they were developed, these techniques have a variety of names including fluctuation electron microscopy (Treacy et al., 2005), fluctuation X-ray microscopy (Fan et al., 2005), fluctuation scattering (Kam, 1977; Kam et al., 1981; Saldin et al., 2009, 2010) and X-ray cross-correlation analysis (Wochner et al., 2009; Kurta et al., 2016; Zaluzhnyy et al., 2019; Lehmkühler et al., 2014). These methods all use statistical approaches to extract structural information from a set of diffraction measurements ( $10^{2}-10^{5}$ patterns) where the sample structure and/or orientation varies randomly between measurements. Historically, the applications to imaging and to disordered materials have developed in parallel, because the type of structural information extracted is different. In the imaging applications, the goal is to recover a 3D image of a reproducible particle, whereas for disordered materials the goal is to probe some characteristic local angular structure.

In applications to disordered materials, the sample structure is assumed to lack long-range order so that moving the beam to a new area of the sample generates statistical fluctuations in the scattering (Treacy et al., 2005; Fan et al., 2005). The statistical properties such as the variance (Treacy et al., 2005) or angular symmetries (Wochner et al., 2009) are then obtained from the ensemble of diffraction measurements. Many fluctuation techniques compute an angular intensity
cross-correlation function, which captures both intensity variance and intensity cross-correlations as a function of angular separation (Kam, 1977; Kurta et al., 2016). The correlation function is then used to distinguish structural models, identify the presence of symmetric local structures or map local structures. These methods have been applied to colloidal particles (Wochner et al., 2009; Lehmkühler et al., 2016; Liu et al., 2017, 2022), nanoparticles (Lehmkühler et al., 2018, 2019; Niozu et al., 2020), (nano)crystals (Mendez et al., 2016; Lapkin et al., 2022), liquid crystals (Kurta et al., 2013; Zaluzhnyy et al., 2015; Martin et al., 2020b), texture in polycrystalline materials (Binns et al., 2022) and metallic glasses (Liu et al., 2013). Many of these experiments observe trends in the intensity correlations as a function of space, temperature or sample composition. Alternatively, correlation functions have been matched to models of local structure to extract information about the distribution of local structures. Despite this progress, the structural interpretation of correlation-based analysis results remains an outstanding issue for the field.

To address the challenge of obtaining interpretable local 3D structural information from a disordered sample, the pair angle distribution function (PADF) technique was developed (Martin, 2017). The PADF is a real-space three- and four-atom distribution that can be extracted from fluctuation scattering data by applying a linear transformation to an angular intensity cross-correlation function. It was developed to probe local 3D structure in bulk disordered materials. The PADF provides information about two atom-pair distances and the relative angle between the two pairs. It contains bond-angle information and other local angular structure that can be used to 'fingerprint' the local atomic arrangements in a disordered material. It has been applied with X-rays to identify local structures in self-assembled lipid phases (Martin et al., 2020b) and with electrons to study defects in disordered carbon materials (Martin et al., 2020a), and there are prospects for studying proteins (Adams et al., 2020) and close-packed colloidal particles (Bøjesen et al., 2020). The PADF is primarily designed for fluctuation studies of disordered materials because these are the cases where it remains difficult
to obtain structural insights from the analysis of the correlation function in $q$ space. In principle, the PADF could be calculated from single-particle fluctuation data, but it does not provide a 3D image of the sample unlike other approaches (Donatelli et al., 2015).

The PADF is different from the 3D- $\triangle \mathrm{PDF}$ (Schmidt et al., 2023), which can be used to map the pair displacements of defects in microcrystals with the 3D orientation resolved. The 3D- $\triangle$ PDF technique requires a crystalline structure to enable crystallographic methods with the sample orientation resolved. While the PADF can be applied to crystalline materials, it does not require crystals. It is also based on the assumption that information about sample orientation is lost in the collection of serial (fluctuation) diffraction data. Hence, the 3D- $\triangle$ PDF may have advantages for defective or disordered crystals, while the PADF has the advantage that it can be applied to a wider class of materials.

Here we present pypadf, a Python3 package for the calculation of the PADF from diffraction data. The code provides tools to (i) calculate a $q$-space correlation volume from a fluctuation scattering data set, (ii) apply masks and geometric corrections to the correlation volume, (iii) calculate the PADF from the correlation volume, and (iv) plot intensity correlation and PADF volumes.

## 2. Overview of the pypadf package

The pypadf package has three parts: (i) the main scripts, (ii) the params module containing all input parameter specifications, and (iii) the fxstools module which contains the tools for calculating, analysing and plotting correlation functions. As shown in Fig. 1, the main scripts are difftocorr.py to convert diffraction patterns to a correlation function, maskcorr.py to prepare the correlation function for the PADF calculation and corrtopadf.py which computes the PADF from the correlation function. The correlation and PADF functions can be plotted with the script plotfxs3d.py. Each script imports a submodule from the params module that defines parameters specific to that script.


Figure 1
A schematic diagram of the workflow for computing the $q$-space correlation function and the PADF. The pypadf package consists of separate scripts that are run in the order indicated by the arrows. The images are illustrative of the output at different stages and are described in more detail in Section 3 and Fig. 3.

The scripts take input parameters from a configuration file or via command line options. The configuration file is read first and then command line arguments are read second. Hence, parameter values from command line arguments take precedence over (i.e. will override) parameter values defined in the configuration file. This enables the command line options to be used in batch scripts where a small number of parameters are changing for each data set. In the rest of this section we detail the main scripts for computing the PADF, including diffraction simulation, correlation calculation and finally the PADF calculation. For each step we outline the background theory, the numerical implementation of the equations and the script associated with each step.

The pypadf package includes scripts that can create test data sets called diffract.py and diffract_and_ correlate.py. These scripts are summarized in Appendix $A$ and they assume elastic scattering and no absorption. We note that, for detailed simulation studies, there are established diffraction programs available for both single particles and crystals, such as Reborn (Kirian et al., 2020; Chen et al., 2021), Condor (Hantke et al., 2016) and MLFSOM (Holton et al., 2014).

### 2.1. The angular intensity correlation function $C\left(q, q^{\prime}, \boldsymbol{\theta}\right)$

2.1.1. Intensity correlations: mathematical and numerical details. The angular intensity correlation function is calculated from the polar representations of the diffraction data $I(q, \theta)$, where $q$ is the vector magnitude of $\mathbf{q}$ (defined in Appendix $A$ ) and $\theta$ is the angle around the beam axis:

$$
\begin{equation*}
C\left(q, q^{\prime}, \theta\right)=\frac{1}{N} \sum_{i}^{N} \int I\left(q, \theta^{\prime}\right) I\left(q^{\prime}, \theta^{\prime}+\theta\right) \mathrm{d} \theta^{\prime} \tag{1}
\end{equation*}
$$

$N$ is the number of diffraction patterns in the data set. We assume that the diffraction patterns have been corrected for any solid-angle and polarization effects. The corrections are not currently implemented in difftocorr.py. In the polar representation, each $q$ and $q^{\prime}$ value labels an intensity ring. Numerically, the 1D fast Fourier transform and the convolution theorem are used to compute the angular correlation between each pair of rings $q$ and $q^{\prime}$.

In principle, equation (1) can be computed for any set of diffraction patterns, but to make $C\left(q, q^{\prime}, \theta\right)$ suitable for PADF analysis there are some extra requirements. We assume that the local structures in a disordered material (or particles) have no preferred orientation with respect to the beam axis. Preferred orientation effects have been observed in PADF experiments. The sizes of these effects depend on the beam size (Binns et al., 2022), and they were identified because the angular peaks in the PADF had no sensible nanostructural interpretation.

The number of diffraction patterns required for $C\left(q, q^{\prime}, \theta\right)$ to converge depends on the ratio of the beam size to the length scale of the order in the sample (or particle size), and the lowest number of patterns will be required if the beam can be focused close to the structural correlation length in the sample (or particle size). The number of patterns also depends on the
resolution and the beam intensity. Typically for high signal-tonoise data sets, it has been found in experiments to date that the order of $10^{3}$ or $10^{4}$ patterns will be required. Theoretically it may be possible to measure weaker signals with XFELs using $10^{6}$ or $10^{7}$ patterns (Martin, 2017). It is not usually possible to estimate the precise number of patterns required in advance, and convergence is checked by comparing $C\left(q, q^{\prime}, \theta\right)$ computed from independent subsets of the data.

By default, the script difftocorr.py computes the correlations from all odd-numbered and even-numbered frames independently and outputs them as the ' $a$ ' and ' $b$ ' correlation functions. The PADFs computed from the ' $a$ ' and 'b' correlation results can be compared visually to detect changes due to incomplete convergence (or alternatively $q$ space correlation functions can be compared visually instead). This convergence check is appropriate when the beam size is smaller than the distance between neighbouring measurements, so that the sample volumes in neighbouring measurements contain no common atoms. If neighbouring probe positions overlap, the ' $a$ ' and ' $b$ ' results will not be independent and will not give a reliable indication of convergence.

In the pypadf package, the magnitude of the vector $\mathbf{q}_{i}$ associated with the $i$ th pixel is defined to be

$$
\begin{equation*}
q_{i} \equiv\left|\mathbf{q}_{i}\right|=\frac{2}{\lambda} \sin \theta_{\mathrm{S}, i}, \tag{2}
\end{equation*}
$$

where the scattering angle of the $i$ th pixel is defined as $\theta_{\mathrm{S}, i}=\frac{1}{2} \arctan \left(r_{i} / z\right), r_{i}$ is the radial distance of the pixel centre from the beam centre and $z$ is the sample-to-detector distance. We note that the definition of $q_{i}$ uses a convention common in electron scattering applications and differs from the usual convention in X-ray diffraction by a factor of $2 \pi$. In X-ray sciences $q_{\mathrm{X} \text {-ray }}=2 \pi\left|\mathbf{q}_{i}\right|=(4 \pi / \lambda) \sin \theta_{\mathrm{S}, i}$.

A consequence of Ewald sphere curvature, expressed by equation (2), is that pixels of a uniform width do not generate uniform sampling of $q_{i} \equiv\left|\mathbf{q}_{i}\right|$. The diffraction data are interpolated onto a uniform sampling of $q$ when it is mapped onto polar coordinates $I(q, \theta)$. The interpolation is implemented using the map_coordinates function from the scipy.ndimage module (Virtanen et al., 2020).

The correlation background due to static signals can be estimated from the cross-correlation of independent diffraction patterns. Such static signals include background scattering in the measured images that does not vary from frame to frame. We note that this estimate is only valid for samples with uniformly random orientations. If there are preferred orientations then the cross-correlations will also include some of the useful signal from the sample. The effect of static background signals can be estimated by randomly correlating pairs of diffraction patterns,

$$
\begin{equation*}
C_{\mathrm{BG}}\left(q, q^{\prime}, \theta\right)=\frac{1}{N} \sum_{i}^{N} \int I_{i}\left(q, \theta^{\prime}\right) I_{j(i)}\left(q^{\prime}, \theta^{\prime}+\theta\right) \mathrm{d} \theta^{\prime}, \tag{3}
\end{equation*}
$$

where $j(i)$ is a randomly chosen index that is not equal to $i$. This background estimate can be subtracted from the estimate of the correlation signal made by equation (1).

A background-subtracted correlation function can be computed in a single pass over the data by computing difference correlations (Mendez et al., 2016),

$$
\begin{equation*}
C_{\mathrm{DIFF}}\left(q, q^{\prime}, \theta\right)=\frac{1}{N} \sum_{i}^{N} \int \Delta I_{i, j(i)}\left(q, \theta^{\prime}\right) \Delta I_{i, j(i)}\left(q^{\prime}, \theta^{\prime}+\theta\right) \mathrm{d} \theta^{\prime} \tag{4}
\end{equation*}
$$

where $\Delta I_{i, j(i)}\left(q, \theta^{\prime}\right)=I_{i}\left(q, \theta^{\prime}\right)-I_{j(i)}\left(q^{\prime}, \theta^{\prime}\right)$ for pairs of randomly picked diffraction patterns $j(i) \neq i$. It can be shown that $C_{\mathrm{DIFF}}=2\left(C-C_{\mathrm{BG}}\right)$.

A mask can be applied to exclude the beamstop, detector gaps and bad pixels from the analysis. In the pypadf package, a binary mask is used that takes a value of 1 for included pixels and 0 for excluded pixels. The effect of the mask on the correlation function is corrected by dividing the correlation function by the correlation of the mask: $C_{\text {corrected }}\left(q, q^{\prime}, \theta\right)=$ $C\left(q, q^{\prime}, \theta\right) / C_{\text {mask }}\left(q, q^{\prime}, \theta\right)$ wherever $C_{\text {mask }}\left(q, q^{\prime}, \theta\right)>0$. In places where the correlation of the mask is 0 , the corrected correlation function is set to zero.
2.1.2. difftocorr.py: computing correlations from diffraction patterns. The script difftocorr.py computes a correlation function from a set of diffraction patterns. It can compute $C\left(q, q^{\prime}, \theta\right), C_{\mathrm{BG}}\left(q, q^{\prime}, \theta\right)$ or $C_{\mathrm{DIFF}}\left(q, q^{\prime}, \theta\right)$ and it can perform the mask correction. By default it calculates two correlation functions from the odd and even frames, which can be compared to check visually that the correlation functions have converged. The comparison of odd- and even-frame correlations is appropriate if the subsequent measurements are taken from statistically independent sample regions. If they are not independent, then different subsets of the data may need to be compared.

The script assumes that diffraction patterns are saved in individual files and it constructs a file list from the folder based on a filename format specified in the configuration file. There are parameters to centre, crop, rebin and mask the diffraction patterns. The processed diffraction patterns can be saved to check that the processing parameters are correct. The script requires detector geometry parameters including the sample-to-detector distance, the beam centre, the width of a detector pixel and the wavelength. The output of the script is the 3D correlation function saved in a NumPy file or as a raw binary file.
2.1.3. maskcorr.py: applying corrections to the correlation volume. The script maskcorr.py makes modifications to the correlation volume prior to computing the PADF. Accurate calculation of the PADF requires the correlation volume to be evenly sampled with respect to $\cos \theta$ due to the orthogonality conditions of the Legendre polynomials. However, the correlation function is most conveniently calculated with uniform $\theta$ sampling. The maskcorr.py script can multiply the correlation function by $|\sin \theta|$ to correct for this sampling effect.

In an experiment, it can occur that the effects of background scattering or other artefacts are still evident after calculating $C_{\mathrm{DIFF}}$ or subtracting $C_{\mathrm{BG}}$. If these spurious signals are confined to a particular region of the correlation function,
such as low $q$ values, they can be masked. The script maskcorr.py can apply low- and high-pass filters on the $q$ dimensions.

Noise on the diffraction pattern causes a peak at $\theta=0$ and $q=q^{\prime}$, which is equal to the variance of the noise in each $q$ ring. Assuming that the noise is uncorrelated on different pixels on the detector, then the spurious noise correlations are confined near $\theta=0$ and do not affect the rest of the correlation function. A mask can be applied to the region close to $\theta=0$, which can remove this noise-variance signal. The origin of the noise may be detector noise or noise from spurious correlations in the sample, e.g. across distances larger than the structural correlation length in the sample or coherent interference between distant atoms.

### 2.2. The pair angle distribution function $\Theta\left(r, r^{\prime}, \theta\right)$

2.2.1. The PADF: mathematical and numerical details. Here we summarize the theory and numerical implementation of the transformation of the correlation function $C\left(q, q^{\prime}, \theta\right)$ into the pair angle distribution functio $\Theta\left(r, r^{\prime}, \theta\right)$.

The modulus squared of the sample's scattering factor can be expanded in terms of spherical harmonics as

$$
\begin{equation*}
|F(\mathbf{q})|^{2}=\sum_{l m} I_{l m}(q) Y_{l m}(\theta, \phi) \tag{5}
\end{equation*}
$$

where $Y_{l m}(\theta, \phi)$ are spherical harmonic functions. We assume that measurements of $|F(\mathbf{q})|^{2}$ on the Ewald sphere are accessible experimentally via kinematic scattering, which is appropriate for high-energy X-rays that scatter weakly. Electrons scatter more strongly than X-rays and exhibit dynamic scattering, which impacts quantitative peak-height analysis of pair distribution functions (Anstis et al., 1988). It remains to be verified whether this has a similar effect on the PADF.

It can be shown that the correlation function has the form

$$
\begin{equation*}
C\left(q, q^{\prime}, \theta\right)=\sum_{l} P_{l}\left(\frac{\mathbf{q} \cdot \mathbf{q}^{\prime}}{|\mathbf{q}|\left|\mathbf{q}^{\prime}\right|}\right) B_{l}\left(q, q^{\prime}\right) \tag{6}
\end{equation*}
$$

where $P_{l}(x)$ are the Legendre polynomials. The $B_{l}\left(q, q^{\prime}\right)$ matrices are given by

$$
\begin{equation*}
B_{l}\left(q, q^{\prime}\right)=\sum_{m} I_{l m}(q) I_{l m}\left(q^{\prime}\right) \tag{7}
\end{equation*}
$$

The $B_{l}\left(q, q^{\prime}\right)$ matrices can be extracted by numerically inverting equation (6) using singular value decomposition or by using the orthogonality properties of the Legendre polynomials. The default behaviour in the pypadf package is to use singular value decomposition. A value of 0.5 is used to regularize the small singular values, which was selected to exclude singular values near to 0 , but it can be changed by the user. The singular values depend on the experimental geometry, via the Ewald sphere, but do not depend on the input data. The value of 0.5 has been found to be adequate for all applications and tests that we have made to date.

The $B_{l}\left(q, q^{\prime}\right)$ terms are converted to real space using two spherical Bessel transforms,

$$
\begin{equation*}
B_{l}\left(r, r^{\prime}\right) \equiv(-1)^{l} 16 \pi^{2} \iint q^{2} q^{\prime 2} j_{l}(q r) j_{l}\left(q^{\prime} r^{\prime}\right) B_{l}\left(q, q^{\prime}\right) \mathrm{d} q \mathrm{~d} q^{\prime} \tag{8}
\end{equation*}
$$

where $j_{l}(x)$ denotes a spherical Bessel function of order $l$. The spherical Bessel transform is implemented using the discrete form of Lanusse et al. (2012). In the discrete form, a general function $f_{l}(q)$ of order $l$ and radial coordinate $q$ is transformed to a real-space function by

$$
\begin{equation*}
f_{l}(r)=\sum_{n=1}^{\infty} \frac{\sqrt{2 \pi} R^{-3}}{j_{l+1}^{2}\left(q_{n l}\right)} j_{l}\left(\frac{q_{l n} r}{R}\right) f_{l}\left(\frac{q_{l n}}{R}\right), \tag{9}
\end{equation*}
$$

where $R$ is the maximum value of $r$ and $q_{l n}$ is the $n$th zero of the $l$ th spherical Bessel function. To implement this, all $B_{l}\left(q, q^{\prime}\right)$ matrices are first computed on the zero positions of the $l=0$ spherical Bessel function. Interpolation is then used to remap matrices with $l>0$ onto the appropriate $q$ sampling points before using equation (9) to compute the real-space $B_{l}\left(r, r^{\prime}\right)$ matrices (Lanusse et al., 2012).

The code computes a real-space correlation function by forming a weighted sum of the $B_{l}\left(r, r^{\prime}\right)$ matrices:

$$
\begin{equation*}
C\left(r, r^{\prime}, \cos \theta\right)=\sum_{l} P_{l}\left(\frac{\mathbf{r} \cdot \mathbf{r}^{\prime}}{|\mathbf{r}|\left|\mathbf{r}^{\prime}\right|}\right) B_{l}\left(r, r^{\prime}\right) . \tag{10}
\end{equation*}
$$

The function $C\left(r, r^{\prime}, \cos \theta\right)$ is a scaled form of the pair angle distribution function $\Theta\left(r, r^{\prime}, \theta\right)$ as follows:

$$
\begin{equation*}
C\left(r, r^{\prime}, \cos \theta\right)=\frac{\rho_{0}^{4} I_{0}^{2}}{|\sin \theta|} \Theta\left(r, r^{\prime}, \theta\right) \tag{11}
\end{equation*}
$$

where $I_{0}=r_{\mathrm{e}}^{2} N_{\mathrm{I}} / A^{2}$, recalling that solid-angle and polarization effects are already assumed to be corrected. Here $\rho_{0}$ is the mean density in the sample and $N_{\mathrm{I}}$ is the number of incident photons (electrons) in the exposure. The $|\sin \theta|$ term corrects for a factor that arises in the derivation of the PADF using spherical coordinates (Martin, 2017).

It can be shown that the PADF can be written as

$$
\begin{equation*}
\Theta\left(r, r^{\prime}, \theta\right)=\iint g^{(2)}(\mathbf{r}) g^{(2)}\left(\mathbf{r}^{\prime}\right) \delta\left(\cos \theta-\hat{\mathbf{r}} \cdot \hat{\mathbf{r}}^{\prime}\right) \mathrm{d} \Omega_{r} \mathrm{~d} \Omega_{r^{\prime}}, \tag{12}
\end{equation*}
$$

where $g^{(2)}(\mathbf{r})$ is the two-atom distribution function in 3D, $\hat{\mathbf{r}}$ and $\hat{\mathbf{r}}^{\prime}$ are unit vectors and $\mathrm{d} \Omega_{r}$ is the solid-angle element associated with the coordinate r. Equivalently, the PADF can be written as

Figure 2


The relevant coordinates of (left) three-atom combinations and (right) four-atom combinations that contribute to the PADF. The PADF is not sensitive to absolute position, absolute orientation or, in the four-atom case, the separation distance between the two atom pairs.

$$
\begin{align*}
\Theta\left(r, r^{\prime}, \theta\right)= & \tilde{g}^{(2)}(r, r, 0)+\tilde{g}^{(3)}\left(r, r^{\prime}, \theta\right)+\tilde{g}^{(3)}\left(r, r^{\prime}, \pi-\theta\right) \\
& +\tilde{g}^{(4)}\left(r, r^{\prime}, \theta\right) . \tag{13}
\end{align*}
$$

The functions $\tilde{g}^{(n)}\left(r, r^{\prime}, \theta\right)$ are multi-atom correlation functions, parametrized by two pair distances and a relative local angle. Note the $n=2$ term is only non-zero where $r=r^{\prime}$. The tilde symbol indicates that these terms differ from the general correlation functions of statistical mechanics by integrating out the degrees of freedom that the diffraction is insensitive to, such as the absolute position and absolute orientation of the pairs and the distance between the pairs. The remaining degrees of freedom are shown in the diagram in Fig. 2. Further detail about the definitions of these functions can be found in the report by Martin (2017).
2.2.2. corrtopadf.py: computing the PADF from the correlation function. The script corrtopadf.py converts the $q$-space correlation function into the PADF. It calculates the $B_{l}\left(q, q^{\prime}\right)$ matrices, applies the numerical spherical Bessel transforms to obtain $B_{l}\left(r, r^{\prime}\right)$ matrices and then reconstructs the PADF. The $B_{l}\left(q, q^{\prime}\right)$ and $B_{l}\left(r, r^{\prime}\right)$ matrices can be saved as optional output. The number of spherical harmonics is set to control the angular resolution and only even spherical harmonics are used, because the inclusion of odd harmonics reduces the accuracy of the matrix inversion. The approximation to remove odd harmonics is valid when absorption is neglected. As per equation (11), the output $C\left(r, r^{\prime}, \cos \theta\right)$ can be multiplied by $\sin \theta$ to produce a function proportional to the PADF. There is an option to multiply by the constants in equation (11) to obtain absolute values of the PADF.

We note that the current version of the pypadf code has been developed further since the first experimental demonstrations (Martin et al., 2020a,b; Adams et al., 2020). The numerical accuracy has been improved via changes to the normalization of basis functions and the inclusion of $\sin \theta$ terms that arise from angular sampling considerations. These improvements produce more accurate peak heights in the PADFs. The structural interpretations of the early experimental papers were primarily based on the angular peak positions, which are less affected by these improvements to the code. Hence, we consider that the conclusions of the first PADF studies are still valid.

## 3. An example PADF calculation

Here we provide an example of a PADF calculated from a simulated set of fluctuation scattering diffraction patterns. The model sample contains six point scatterers in a hexagonal arrangement with a nearest-neighbour distance of 15 nm . For each pattern the diffraction pattern was rotated to a random orientation. A data set of 1000 diffraction patterns was simulated with diffract. py on a $512 \times 512$ pixel grid. The maximum $q$ value recorded at the edge of the detector is $1.28 \mathrm{~nm}^{-1}$, which corresponds to a resolution of 0.78 nm . Example diffraction patterns from the data set are shown in Figs. 3(a) and 3(b). The regularity of the observed interference patterns arises from the geometric arrangement of the six
scatterers and their absolute orientation. There is a weak attenuation at high $q$ values due to the atomic scattering factor and the reduced solid angle of pixels near the edge of the detector. No noise is modelled on the detector.

The correlation function computed from all 1000 simulated patterns is shown in Fig. 3(c). Since no background signals have been modelled, the standard correlation function $C(q$, $q^{\prime}, \theta$ ) defined by equation (1) has been calculated. The highest $l$ value in the spherical harmonic expansion was 32 , which corresponds to an angular resolution of $11.25^{\circ}$.

There are strong features at angles of $60^{\circ}$ and $120^{\circ}$, which are expected from the hexagonal arrangement of atoms in the sample. The correlation function is strongest at $0^{\circ}$ and $180^{\circ}$, which is expected because it has been calculated with a regular sampling of $\theta$. Fig. $3(d)$ shows the correlation function after applying a $\sin \theta$ scaling with maskcorr.py
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Figure 3
(a), (b) Two diffraction patterns from the model hexagonal sample. (c) The $q$-space correlation function for the hexagonal model calculated from 1000 patterns without the $\sin \theta$ correction. (d) The $q$-space correlation function from panel (c) with the $\sin \theta$ correction. (e) The PADF of the hexagonal structure computed from the corrected $q$-space correlation function. $(f)$ The PADF convolved with a narrow Gaussian kernel. ( $g$ ) The pair combinations that generate the points $\mathrm{A}, \mathrm{B}$ and C that are marked in panel (e).

Table 1
Ratios of the peak heights recovered from the diffraction simulation.
The labels A, B and C are defined in Fig. 3(e). $R_{\mathrm{A} / \mathrm{B}}$ stands for the ratio of the height of peak A to the height of peak B , and $R_{\mathrm{C} / \mathrm{A}}$ denotes the ratio of the height of peak $A$ to the height of peak $C$.

| Peak ratio | Ideal value | Recovered value |
| :--- | :--- | :--- |
| $R_{\mathrm{B} / \mathrm{A}}$ | 1 | 1.11 |
| $R_{\mathrm{C} / \mathrm{A}}$ | 0.25 | 0.26 |

(see Section 2.1.3) as this is a necessary prior step for accurate PADF measurements. The PADF was calculated using corrtopadf.py and the result shows the expected angular peaks for a hexagonal arrangement of scatterers at $r=r^{\prime}=15$, 26 and 30 nm and at $60^{\circ}$ and $120^{\circ}$ [see peaks labelled A, B and C in Fig. 3(e)]. There are some weaker oscillatory artefacts that are caused by the finite radial and angular sampling. Fig. $3(f)$ shows the result on convolving $(e)$ with a small Gaussian kernel (radial half-width of 0.75 nm and angular half-width of $1^{\circ}$ ), which reduces the pixelization effects at the peak location and assists in identifying peak heights. The ratios of the peak heights of the convolved PADF are within $11 \%$ of the ideal peak ratio values, as shown in Table 1. This shows that both the peak positions and the peak heights can be analysed quantitatively.

We would expect results approaching this accuracy to be obtainable from X-ray experiments, if the sample and experimental conditions can be modelled by kinematic scattering and no absorption. For electron diffraction, it is not yet known how much additional error may arise from dynamic scattering.

As mentioned above, the raw output of corrtopadf.py is multiplied by $|\sin \theta|$ to generate the PADF, and this is necessary for analysing peak heights. However this multiplication is inconsistent with the finite number of angular basis functions used and artificially lowers the values near $\theta=0$. Hence, peak heights near $\theta=0$ cannot be analysed quantitatively yet. The range of affected angles around 0 depends on the angular resolution, as defined by the number of spherical harmonics used, which for our example is about $\pm 6^{\circ}$. A modified form of the multiplicative $\sin \theta$ term is needed, but a numerically reliable modification is not yet known.

The widths of the peaks are determined by the finite radial and angular resolution. The radial resolution is set by the maximum $q$ value used in the calculation of the correlation function, which is set to be the $q$-space distance from the centre of the diffraction pattern to the detector edge. The angular resolution of the PADF is set by the maximum value of $l$ used in the calculation, which was $l_{\max }=30$.

There is angular structure that is not expected from the ideal structure, which is weaker than the principal angular peaks. These are artefacts created by truncating the basis sets used, which are analogous to Fourier artefacts in signal processes caused by the truncation of the Fourier series expansion. The truncation artefacts can be reduced by increasing the angular and radial resolution, but cannot be removed entirely because the experimental data converge at a finite resolution

Aside from the $r=r^{\prime}$ slices shown in Fig. 3, the plotfxs3d.py script can plot other 1D and 2D sections from the 3D PADF volume. Current options include a 2D slice of constant $\theta$ value or constant $r$ value, and 1D radial or angular lines.

## 4. Access to pypadf

The pypadf package can be downloaded from https://github. com/amartinrmit/pypadf and is distributed under the GNU Lesser General Public Licence (LGPL, Version 3; https://www. gnu.org/licenses/lgpl-3.0). The pypadf package is written in Python3 and requires the following packages: NumPy, SciPy, MatPlotLib, Numba, the Python imaging library (PIL) and h5py. The configuration and input files for the hexagonal example shown here are included with the code. The readme. md file contains instructions for installation, and a list of possible parameters for each script can be found with the -help command line argument.

## 5. Conclusion and future work

We have presented the pypadf package, which can compute the pair angle distribution function from fluctuation scattering diffraction data. The package includes scripts that can simulate diffraction patterns, compute angular correlation functions, modify angular correlation functions, compute the PADF and finally plot the results. The analysis assumes kinematic scattering approximations, no absorption, and that each diffraction pattern is of a sample in a random orientation or a statistically independent region of a bulk disordered sample. We expect the code to be useful for probing local 3D structures in disordered materials probed with X-ray and electron beams.

Scanning and serial diffraction experiments are well established data collection methods with electron microscopes, synchrotrons and X-ray free-electron laser facilities. We expect that many existing fluctuation data sets are suitable for PADF analysis and that many facilities already have the capability of measuring these data sets.

Further work is still required to understand the convergence of the correlation functions and how to reduce numerical artefacts in the linear transformations, interpolations and matrix inversions that are used. For electron diffraction calculations, the effect of dynamic diffraction is yet to be investigated.

## APPENDIX A

## Diffraction scripts

## A1. The input data: far-field diffraction patterns

A1.1. Diffraction: mathematical and numerical details. The input data for the correlation calculation are a set of diffraction patterns $I(\mathbf{q})$, where $\mathbf{q}=\mathbf{q}_{s}-\mathbf{q}_{0}$ is the difference between the scattering $\mathbf{q}_{\mathrm{s}}$ and incident $\mathbf{q}_{0}$ wavevectors. The kinematic
diffraction approximation (single elastic scattering) is assumed. The intensity for a uniform incident pulse is given by

$$
\begin{equation*}
I(\mathbf{q})=r_{\mathrm{e}}^{2} P(\mathbf{q}) \frac{N_{\mathrm{I}}}{A^{2}} \mathrm{~d} \Omega|F(\mathbf{q})|^{2}, \tag{14}
\end{equation*}
$$

where $r_{\mathrm{e}}$ is the classical electron radius, $P(\mathbf{q})$ is a polarization factor, $\mathrm{d} \Omega$ is the solid angle of a pixel, $A$ is the beam area, $N_{\mathrm{I}}$ is the number of incident photons (electrons) and $F(\mathbf{q})$ is the molecular scattering factor, which is calculated from the atomic positions.

Due to the Ewald sphere, the solid angle subtended by a pixel reduces if the pixel is located further away from the beam centre. The reduction in solid angle is approximately given by $\mathrm{d} \Omega_{i}=\mathrm{d} \Omega_{0} \cos \theta_{\mathrm{S}, i}$, where $\mathrm{d} \Omega_{0}$ is the solid angle of a pixel at the beam centre and $\theta_{\mathrm{S}, i}$ is the scattering angle defined in equation (2). There is an option to apply this approximation in diffraction pattern simulations and the effect becomes significant for wide-angle diffraction.

A1.2. diffract. py: computing test diffraction data. The script diffract.py can be used to compute basic diffraction data for testing the correlation and PADF scripts. This script computes a diffraction pattern of a randomly orientated molecule from atomic coordinates given in a Protein Data Bank file (.pdb; https://www.rcsb.org/). It does not use any unit-cell or crystal lattice information and hence only simulates continuous diffraction. The atomic scattering factors are taken from Waasmeier \& Kirfel (1995), and data from Henke et al. (1993) are used for wavelength-dependent corrections. A square detector is assumed and its distance from the sample, pixel width and number of pixels along a side length can be varied.

A1.3. diffract_and_correlate.py: testing large data sets. When simulating large diffraction data sets, it can be impractical to store every diffraction pattern prior to calculating the correlation function. The script diffract_ and_correlate.py simulates diffraction patterns and correlates those patterns on the fly. Only a small number of diffraction patterns are created at any one time. They are then correlated and deleted and the cycle is repeated. A single atomic structure can be used, which can be randomly rotated and translated with periodic boundary conditions to generate the diffraction patterns. This script takes the same parameters as diffract.py and difftocorr.py.

## Acknowledgements

Open access publishing facilitated by RMIT University, as part of the Wiley - RMIT University agreement via the Council of Australian University Librarians.

## Funding information

We acknowledge funding support from the Australian Research Council Discovery Project (grant No. DP190103027).

## References

Adams, P., Binns, J., Greaves, T. L. \& Martin, A. V. (2020). Crystals, 10, 724.
Anstis, G. R., Liu, Z. \& Lake, M. (1988). Ultramicroscopy, 26, 65-69.
Binns, J., Darmanin, C., Kewish, C. M., Pathirannahalge, S. K., Berntsen, P., Adams, P. L. R., Paporakis, S., Wells, D., Roque, F. G., Abbey, B., Bryant, G., Conn, C. E., Mudie, S. T., Hawley, A. M., Ryan, T. M., Greaves, T. L. \& Martin, A. V. (2022). IUCrJ, 9, 231242.

Bøjesen, E. D., Petersen, T. C., Martin, A. V., Weyland, M. \& Liu, A. C. Y. (2020). J. Phys. Mater. 3, 044002.

Chen, J., Schmidt, K., Spence, J. \& Kirian, R. (2021). Ultramicroscopy, 224, 113234.
Donatelli, J. J., Zwart, P. H. \& Sethian, J. A. (2015). Proc. Natl Acad. Sci. USA, 112, 10286-10291.
Fan, L., McNulty, I., Paterson, D., Treacy, M. \& Gibson, J. (2005). Nucl. Instrum. Methods Phys. Res. B, 238, 196-199.
Hantke, M. F., Ekeberg, T. \& Maia, F. R. N. C. (2016). J. Appl. Cryst. 49, 1356-1362.
Henke, B. L., Gullikson, E. M. \& Davis, J. C. (1993). At. Data Nucl. Data Tables, 54, 181-342.
Holton, J. M., Classen, S., Frankel, K. A. \& Tainer, J. A. (2014). FEBS J. 281, 4046-4060.

Kam, Z. (1977). Macromolecules, 10, 927-934.
Kam, Z., Koch, M. H. \& Bordas, J. (1981). Proc. Natl Acad. Sci. USA, 78, 3559-3562.
Kirian, R. A. (2012). J. Phys. B At. Mol. Opt. Phys. 45, 223001.
Kirian, R., Mendez, D., Chen, J., Schmidt, K., Karpos, K., Alvarez, R., Grant, T., Hewitt, R. \& Howard, C. (2020). Reborn software, https:// kirianlab.gitlab.io/reborn/index.html.
Kurta, R. P., Altarelli, M. \& Vartanyants, I. A. (2016). Structural Analysis by X-ray Intensity Angular Cross-correlations, pp. 1-39. Chichester: John Wiley \& Sons Ltd.
Kurta, R. P., Donatelli, J. J., Yoon, C. H., Berntsen, P., Bielecki, J., Daurer, B. J., DeMirci, H., Fromme, P., Hantke, M. F., Maia, F. R., Munke, A., Nettelblad, C., Pande, K., Reddy, H. K., Sellberg, J. A., Sierra, R. G., Svenda, M., van der Schot, G., Vartanyants, I. A., Williams, G. J., Xavier, P. L., Aquila, A., Zwart, P. H. \& Mancuso, A. P. (2017). Phys. Rev. Lett. 119, 158102.

Kurta, R. P., Ostrovskii, B. I., Singer, A., Gorobtsov, O. Y., Shabalin, A., Dzhigaev, D., Yefanov, O. M., Zozulya, A. V., Sprung, M. \& Vartanyants, I. A. (2013). Phys. Rev. E, 88, 044501.
Lanusse, F., Rassat, A. \& Starck, J.-L. (2012). Astron. Astrophys. 540, A92.
Lapkin, D., Shabalin, A., Meijer, J.-M., Kurta, R., Sprung, M., Petukhov, A. V. \& Vartanyants, I. A. (2022). IUCrJ, 9, 425-438.
Lehmkühler, F., Fischer, B., Müller, L., Ruta, B. \& Grübel, G. (2016). J. Appl. Cryst. 49, 2046-2052.

Lehmkühler, F., Grübel, G. \& Gutt, C. (2014). J. Appl. Cryst. 47, 1315-1323.
Lehmkühler, F., Schulz, F., Schroer, M. A., Frenzel, L., Lange, H. \& Grübel, G. (2018). IUCrJ, 5, 354-360.
Lehmkühler, F., Schulz, F., Schroer, M. A., Frenzel, L., Lange, H. \& Grübel, G. (2019). J. Appl. Cryst. 52, 777-782.
Liu, A. C. Y., Bøjesen, E. D., Tabor, R. F., Mudie, S. T., Zaccone, A., Harrowell, P. \& Petersen, T. C. (2022). Sci. Adv. 8, eabn0681.
Liu, A. C. Y., Neish, M. J., Stokol, G., Buckley, G. A., Smillie, L. A., de Jonge, M. D., Ott, R. T., Kramer, M. J. \& Bourgeois, L. (2013). Phys. Rev. Lett. 110, 205505.
Liu, A. C. Y., Tabor, R. F., de Jonge, M. D., Mudie, S. T. \& Petersen, T. C. (2017). Proc. Natl Acad. Sci. USA, 114, 10344-10349.

Martin, A. V. (2017). IUCrJ, 4, 24-36.

Martin, A. V., Bøjesen, E. D., Petersen, T. C., Hu, C., Biggs, M. J., Weyland, M. \& Liu, A. C. Y. (2020a). Small, 16, 2000828.
Martin, A. V., Kozlov, A., Berntsen, P., Roque, F. G., Flueckiger, L., Saha, S., Greaves, T. L., Conn, C. E., Hawley, A. M., Ryan, T. M., Abbey, B. \& Darmanin, C. (2020b). Commun. Mater. 1, 40.
Mendez, D., Watkins, H., Qiao, S., Raines, K. S., Lane, T. J., Schenk, G., Nelson, G., Subramanian, G., Tono, K., Joti, Y., Yabashi, M., Ratner, D. \& Doniach, S. (2016). IUCrJ, 3, 420-429.
Niozu, A., Kumagai, Y., Nishiyama, T., Fukuzawa, H., Motomura, K., Bucher, M., Asa, K., Sato, Y., Ito, Y., Takanashi, T., You, D., Ono, T., Li, Y., Kukk, E., Miron, C., Neagu, L., Callegari, C., Di Fraia, M., Rossi, G., Galli, D. E., Pincelli, T., Colombo, A., Owada, S., Tono, K., Kameshima, T., Joti, Y., Katayama, T., Togashi, T., Yabashi, M., Matsuda, K., Nagaya, K., Bostedt, C. \& Ueda, K. (2020). IUCrJ, 7, 276-286.
Pande, K., Donatelli, J. J., Malmerberg, E., Foucar, L., Bostedt, C., Schlichting, I. \& Zwart, P. H. (2018). Proc. Natl Acad. Sci. USA, 115, 11772-11777.
Saldin, D. K., Poon, H. C., Shneerson, V. L., Howells, M., Chapman, H. N., Kirian, R. A., Schmidt, K. E. \& Spence, J. (2010). Phys. Rev. $B, \mathbf{8 1}, 174105$.
Saldin, D. K., Shneerson, V. L., Fung, R. \& Ourmazd, A. (2009). J. Phys. Condens. Matter, 21, 134014.
Schmidt, E. M., Klar, P. B., Krysiak, Y., Svora, P., Goodwin, A. L. \& Palatinus, L. (2023). Nat. Commun. 14, 6512.
Treacy, M. M. J., Gibson, J. M., Fan, L., Paterson, D. J. \& McNulty, I. (2005). Rep. Prog. Phys. 68, 2899-2944.

Virtanen, P., Gommers, R., Oliphant, T. E., Haberland, M., Reddy, T., Cournapeau, D., Burovski, E., Peterson, P., Weckesser, W., Bright, J., van der Walt, S. J., Brett, M., Wilson, J., Millman, K. J., Mayorov, N., Nelson, A. R. J., Jones, E., Kern, R., Larson, E., Carey, C. J., Polat, İ., Feng, Y., Moore, E. W., VanderPlas, J., Laxalde, D., Perktold, J., Cimrman, R., Henriksen, I., Quintero, E. A., Harris, C. R., Archibald, A. M., Ribeiro, A. H., Pedregosa, F., van Mulbregt, P., Vijaykumar, A., Bardelli, A. P., Rothberg, A., Hilboll, A., Kloeckner, A., Scopatz, A., Lee, A., Rokem, A., Woods, C. N., Fulton, C., Masson, C., Häggström, C., Fitzgerald, C., Nicholson, D. A., Hagen, D. R., Pasechnik, D. V., Olivetti, E., Martin, E., Wieser, E., Silva, F., Lenders, F., Wilhelm, F., Young, G., Price, G. A., Ingold, G., Allen, G. E., Lee, G. R., Audren, H., Probst, I., Dietrich, J. P., Silterra, J., Webber, J. T., Slavič, J., Nothman, J., Buchner, J., Kulick, J., Schönberger, J. L., de Miranda Cardoso, J. V., Reimer, J., Harrington, J., Rodríguez, J. L. C., Nunez-Iglesias, J., Kuczynski, J., Tritz, K., Thoma, M., Newville, M., Kümmerer, M., Bolingbroke, M., Tartre, M., Pak, M., Smith, N. J., Nowaczyk, N., Shebanov, N., Pavlyk, O., Brodtkorb, P. A., Lee, P., McGibbon, R. T., Feldbauer, R., Lewis, S., Tygier, S., Sievert, S., Vigna, S., Peterson, S., More, S., Pudlik, T., Oshima, T., Pingel, T. J., Robitaille, T. P., Spura, T., Jones, T. R., Cera, T., Leslie, T., Zito, T., Krauss, T., Upadhyay, U., Halchenko, Y. O. \& Vázquez-Baeza, Y. (2020). Nat. Methods, 17, 261-272.

Waasmaier, D. \& Kirfel, A. (1995). Acta Cryst. A51, 416-431.
Wochner, P., Gutt, C., Autenrieth, T., Demmer, T., Bugaev, V., Ortiz, A. D., Duri, A., Zontone, F., Grübel, G. \& Dosch, H. (2009). Proc. Natl Acad. Sci. USA, 106, 11511-11514.
Zaluzhnyy, I. A., Kurta, R. P., Scheele, M., Schreiber, F., Ostrovskii, B. I. \& Vartanyants, I. A. (2019). Materials, 12, 3464.

Zaluzhnyy, I. A., Kurta, R. P., Sulyanova, E. A., Gorobtsov, O. Y., Shabalin, A. G., Zozulya, A. V., Menushenkov, A. P., Sprung, M., Ostrovskii, B. I. \& Vartanyants, I. A. (2015). Phys. Rev. E, 91, 042506.

