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X-ray diffraction is the main source of three-dimensional structural information.

In total, more than 1.5 million crystal structures have been refined and deposited

in structural databanks (PDB, CSD and ICSD) to date. Almost 99.7% of them

were obtained by approximating atoms as spheres within the independent atom

model (IAM) introduced over a century ago. In this study, X-ray datasets for

single crystals of hydrated �-oxalic acid were refined using several alternative

electron density models that abandon the crude spherical approximation: the

multipole model (MM), the transferable aspherical atom model (TAAM) and

the Hirshfeld atom refinement (HAR) model as a function of the resolution of

X-ray data. The aspherical models (MM, TAAM, HAR) give far more accurate

and precise single-crystal X-ray results than IAM, sometimes identical to results

obtained from neutron diffraction and at low resolution. Hence, aspherical

approaches open new routes for improving existing structural information

collected over the last century.

1. Introduction

Paul Ewald (Ewald, 1948) first suggested to Max von Laue

that X-rays with wavelengths comparable to the interatomic

distances in crystals might produce diffraction patterns from

them. Max von Laue then encouraged two PhD students (Paul

Knipping and Walter Friedrich) to verify this hypothesis.

Shortly thereafter, they produced the very first X-ray photo-

graph demonstrating the diffraction phenomenon. Simulta-

neously, William Henry Bragg built the first X-ray

spectrometer, while his son William Lawrence Bragg

explained the relationship between the observed X-ray spots

and the structure of crystals independently of Max von Laue.

This earned Max von Laue the 1914 Nobel Prize in Physics for

his discovery of X-ray diffraction by crystals, and the 1915

Nobel Prize in Physics for the Braggs for the analysis of crystal

structures using X-rays. Around the time when Max von Laue

received the Nobel Prize, William Henry Bragg and Arthur

Holly Compton (Compton, 1915) put forward the hypothesis

that each atom/ion could be modelled with a spherical electron

density, put into practice in 1925, when the first spherical

atomic scattering factors were calculated by Hartree (1925),

which are today still used in more or less the same form.

This model of spherically averaged electron density distri-

butions obtained from theoretical methods developed for

isolated atoms in the ground state is called the independent
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atom model (IAM). IAM does not take into account the

changes in the electron density distribution of individual

atoms due to chemical bonding, charge transfer, lone electron

pairs, etc. Nevertheless, IAM is the most commonly used

electron density model. Using this model, in total almost

1.5 million structures of inorganic and organic small molecules

and macromolecules have been solved and refined so far,

including such famous milestones as, for example, the first

atomic level structure of transfer RNA in 1973 by Alexander

Rich (MIT) (Kim et al., 1973), the structure of ten base pairs of

right-handed DNA by Richard Dickerson in 1980 (Drew et al.,

1981), the first structure of a protein/DNA complex refined by

John Rosenberg in 1984 (University of Pittsburgh) (Frederick

et al., 1984), and the structure of the ribosome (Wimberly et al.,

2000) solved by Harry Noller (University California), Venki

Ramakrishnan (Cambridge), Thomas Steitz (Yale University)

and Ada Yonath (Weizmann Institute of Science), for which

these last three scientists were awarded the 2009 Nobel Prize

in Chemistry.

Nowadays, single-crystal X-ray and neutron diffraction

techniques are the most common experimental methods for

obtaining the 3D structure of molecules in the crystalline state.

Although the most modern neutron facilities can provide

reasonable results even for sub-millimetre-sized single crys-

tals, only ca 0.3% of all 1.5 million currently available crystal

structures have been determined by neutron diffraction. For

the purpose of this work, we collected 14 different neutron

diffraction datasets for �-oxalic acid, our test crystal. We will

use these neutron diffraction results as ‘gold standard’ refer-

ence values.

Structural data from X-ray diffraction are extremely useful

in chemistry, pharmacy, crystal engineering, materials science,

etc. and are stored in crystal structure databases such as the

Cambridge Structural Database (Allen, 2002) or the Inorganic

Crystal Structure Database (Bergerhoff & Brown, 1987;

Belsky et al., 2002), whereas macromolecular/protein single-

crystal X-ray structural data are compiled in the Protein Data

Bank (Berman et al., 2000). High-quality structural data are

crucial for the further progress of many areas of science, as

these data are used to estimate the energies of inter- and

intramolecular interactions, for modelling mechanisms of

biochemical processes, prediction of new materials with pre-

defined properties, and the design of new drugs and materials,

etc. In single-crystal X-ray diffraction, the quality of the final

result depends on several factors. One of the most important

factors is the maximum diffraction angle, �max (or 2�max), i.e.

the limit at which measured reflections are still taken into

consideration in structure refinement. According to commonly

accepted guidelines (Spek, 2003; 2020), the maximum

diffraction angle of the measured reflections (�max) for a

single-crystal X-ray diffraction experiment intended for

publication in crystallographic journals and crystallographic

databases (CSD, ICSD) should be such that sin �max /� >

0.6 Å�1 (i.e. �max > 25� for Mo K� and �max > 67� for Cu K�
X-ray radiation).

Another crucial factor is the quality and sophistication of

the electron density model used in the refinement procedure.

As discussed above, the simplest and most frequently applied

model in structural crystallography is IAM. Today, even when

one uses the most modern technology such as synchrotrons,

free-electron lasers or modern in-house X-ray diffractometers,

structural refinements are based on 100 year-old methodology.

This was justifiable in the past because errors associated with

hardware were much greater than errors associated with

electron density models used in the refinements. However, this

justification no longer holds and has not done so for many

years. Modern hardware and software are very accurate and

precise. Errors associated with hardware are by far smaller

than those arising from the models of electron density. Almost

all crystallographers use estimated standard deviations

(e.s.d.s) from the refinement procedures as measures of

precision; however, this severely underestimates the real

errors present as e.s.d.s only estimate errors in the starting

measured quantities transmitted into the errors of the final

results. This approach does not take into account all sources of

errors, especially systematic errors; therefore, it is far better to

estimate errors using sample standard deviations (s.s.d.s)

obtained for multiple measurements as will be demonstrated

in this work. Hence, our primary aim is to estimate the

precision and accuracy of the final structural results obtained

by applying more advanced and modern electron density

models as compared with IAM. Accuracy and precision are

defined in the Statistical analysis of this work which should be

read before the results and discussion.

In more advanced models, the well known asphericity of

atomic electron density is explicitly included, while in IAM it

is not. These advanced models were first introduced by

McWeeny (1952; 1953), Dawson (1967), Kurki-Suonio (1968),

Hirshfeld (1971; 1977) and later developed by Stewart (1976)

and Hansen & Coppens (1978). In the Stewart and Hansen–

Coppens models, the total atomic electron density is the sum

over the so-called pseudoatoms. Pseudoatoms are the smallest

transferable atomic fragments of electron density from which

the total electron density distribution can be reconstructed.

The electron density of each pseudoatom is centred around an

atomic nucleus. This electron density is calculated from the

sum of the spherical core electron density, the spherical

valence electron density and the valence deformation density.

Fourier transform of the pseudoatom electron density

produces an aspherical atomic scattering factor which allows

for easy modelling of the aspherical concentration and

depletion of the electron density in crystals. It has been shown

that a molecular geometry very close to the neutron geometry

can be obtained after multipole refinement of high-resolution

X-ray diffraction data (Hoser et al., 2009). We will refer to this

electron density model as the multipole model (MM).

Unfortunately, multipole refinement of experimental electron

density can only be achieved for the highest resolution data (in

general, up to sin �max /� > 1.0 Å�1). This is a serious limitation

as most crystals do not diffract X-rays to such high resolutions.

Because electronic parameters for the same type of atoms in

identical topological environments appear to be grouped close

to their average values, databanks of pseudoatom parameters

were developed (Brock et al., 1991). There are three major
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pseudoatom databanks: UBDB (Koritsanszky et al., 2002;

Volkov et al., 2004; Dominiak et al., 2007; Jarzembska &

Dominiak, 2012; Kumar et al., 2019), Invariom (Dittrich et al.,

2004, 2006, 2013; Hübschle et al., 2007) and ELMAM (Pichon-

Pesme et al., 1995; Domagała & Jelsch, 2008; Domagała et al.,

2012). ELMAM is based on purely experimental charge

densities resulting from multipole refinement against high-

resolution X-ray diffraction data, whereas the other two

databases are based on theoretical calculations. Using both the

transferable aspherical atomic model (TAAM) refinement

methodology and high-resolution X-ray data significantly

improves the molecular geometries obtained (Kumar et al.,

2019; Dittrich et al., 2004, 2006; Volkov et al., 2007; Jelsch et al.,

2005; Bąk et al., 2011) with respect to IAM and also leads to

atomic displacement parameters (ADPs) closer to those

obtained from multipole refinements (Dittrich et al., 2006;

Volkov et al., 2007; Bąk et al., 2011, 2009; Jayatilaka & Dittrich,

2008; Sanjuan-Szklarz et al., 2016). In addition, TAAM

refinement appears to give molecular geometries that are in

excellent agreement with the optimized geometries obtained

from periodic DFT (Dovesi et al., 2005) calculations (Bak et

al., 2011).

For the last few years, a new approach to the refinement of

single-crystal X-ray data has become more and more impor-

tant: Hirshfeld atom refinement (HAR) (Jayatilaka &

Dittrich, 2008; Capelli et al., 2014), yet another excellent

example of so-called quantum crystallography (Grabowsky et

al., 2017), combining electronic wavefunctions from first-

principles theoretical calculations and experiments. In HAR,

the geometry and ADPs are refined with aspherical atomic

scattering factors calculated as Fourier transforms of atomic

electron densities (the Hirshfeld atoms) derived from Hirsh-

feld’s stockholder partitioning of quantum mechanical mole-

cular electron densities (Hirshfeld, 1977). These molecular

electron densities are iteratively updated between each of the

refinement steps to produce the best possible electron density

model for the particular compound under scrutiny (Capelli et

al., 2014). They are calculated at the Hartree–Fock or DFT

level, and the crystal environment is simulated by surrounding

with a cluster of atomic Hirshfeld charges and dipoles. HAR

has been implemented in the software Tonto and HARt

interfaced to OLEX2 (Jayatilaka & Grimwood, 2003; Fugel et

al., 2018). TAAM refinement has also been avalaible for many

years now through multipolar model related software

programs (Volkov et al., 2004, 2006; Hübschle et al., 2007;

Jelsch et al., 2005; Petricek et al., 2014). It has recently been

implemented in the software library DiSCaMB (Chodkiewicz

et al., 2018) and interfaced to OLEX2 (Jha et al., 2020).

The MM, TAAM and HAR electron density models were

tested against multiple X-ray diffraction datasets from our test

crystals of oxalic acid (C2H2O4�2H2O) (Kaminski et al., 2014)

(Fig. 1) in order to demonstrate the dependence of the final

results on the diffraction angle and electron density model.

Single crystals of oxalic acid are a well known standard used to

fine-tune X-ray diffractometers. The choice of oxalic acid has

many advantages including facile crystal growth and high

suitability for charge density measurements. Oxalic acid

crystals were studied using X-ray diffraction by Stevens et al.

(1979) and later by Coppens and many others groups (Stevens

& Coppens, 1980; Dam et al., 1983; Coppens et al., 1984; Zobel

et al., 1992). An interesting electron density study was

reported by Martin & Pinkerton (1998) which was the first

application of CCD detectors for experimental electron

density studies.

1.1. Aims of the work

The aim of this work is to compare the accuracy and

precision of single-crystal X-ray and neutron diffraction

studies using multiple datasets collected for different single

crystals of hydrated �-oxalic acid as a function of the X-ray

data resolution. We collected 13 high-resolution X-ray

diffraction datasets (further cut to resolution shells of sin�max/

� = 0.63, 0.71, 0.83, 1.00 and 1.14 Å�1) which were also

previously used to analyse the reliability of multipole refine-

ment results (Kaminski et al., 2014). The maximal resolution is

different for each individual hkl dataset within the range from

1.0 up to 1.2 Å�1, being on average 1.14 Å�1. The X-ray

datasets were obtained for 13 different pieces of single crystals

of hydrated �-oxalic acid at 100 K, whereas 14 neutron data-

sets were collected for just one piece of single crystal also at

100 K. All other hkl datasets for resolutions different from the

maximal were obtained by trimming and reintegrating the

original raw hkl data from the high-resolution data collection.

A comparison of the structural results obtained from the MM/

TAAM/HAR models was carried out with respect to the gold

standard neutron diffraction (14 datasets, see above) and to

IAM – the latter because poor model refinements can spoil

even high-quality data. We were also able to compare the

X-ray and neutron diffraction data collected with the results of

periodic DFT calculations (Dovesi et al., 2005). Our results

will highlight whether the incredible progress in the devel-

opment of hardware and software within the last few decades

has been accompanied by a significant improvement of the

quality (accuracy and precision) of the final structural results

using modern electron density models.
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Figure 1
Labelling of atoms in oxalic acid dihydrate. The molecule of oxalic acid is
located at a special position (inversion centre located at the midpoint of
the C1—C1 bond) and is accompanied by two molecules of H2O. The
asymmetric part of the unit cell consists of those atoms which are labelled.



2. Results

We now discuss some representative examples of the rela-

tionship between the geometric and thermal parameters as a

function of electron density model and data resolution for

hydrated �-oxalic acid. Other examples of relationships and

numerical values for all parameters can be found in the

supporting information (Figs. S1–S7, Table S1). In each figure,

small icons (circles, triangles and squares) denote the average

values of a given property for each of the different models of

electron density (colour codes are provided below the plots).

The average value of the respective property �3 s.s.d.s based

on results from the 13 different single crystals are shown as

ranges on the graph. The periodic DFT reference value is

drawn as a horizontal pink line and the neutron data as grey

lines. Horizontal grey range lines represent the associated �3

s.s.d.s. Although for a given resolution the average values and

vertical confidence intervals are shifted relative to one

another, they are always grouped close to a given resolution.

Each group of results was calculated for an exact resolution,

but the icons are slightly shifted apart for the purpose of visual

comparison. The TAAM models are ELMAM, Invariom and

UBDB databank applications. HARs were performed with

two different DFT methods (BLYP and B3LYP) and the basis

set cc-pVTZ. MM was only conducted at each maximal

resolution with and without constraints for hydrogen atom

positions. For more details, see the Experimental.

2.1. Discrepancy factors

In Fig. 2, dependencies on resolution and electron density

model are illustrated for two fitting discrepancy factors [R(F)

and wR2(F)] and the goodness-of-fit parameter (GoF). For

R(F) [Fig. 2(a)], a significant elongation of precision intervals

(decrease of precision) and a significant increase of average

values of R(F) above sin(�)/� > 1 is evident for all electron

density models with the exception of MM. Notably, for low-

resolution data, the IAM discrepancy factor values are

significantly larger than the corresponding values obtained for

TAAM and HAR refinements. This is partly because of the

smaller number of reflections present in the low-resolution

data range. However, there seems to be a change of character

of the dependence of R versus resolution somewhere between

1 and 0.8 Å�1. In fact, the precision of the R-factor for all

models of electron density seems to worsen slightly towards

the low-resolution data.

A weighting scheme is used in all the refinements. Since this

is not accounted for in the values of R(F), the precision of

R(F) worsens with resolution [Fig. 2(a)]. However, the reverse

is observed for the precision of wR2(F), where the e.s.d.s of

reflections are taken into account via the weighting scheme

(Fig. 2b). In this case, precision improves towards higher

resolution data. One can clearly see that the use of weights

filters out significant parts of the errors introduced by high-

order reflections which are usually less precisely determined.

There are also systematic differences between values of

wR2(F) of IAM and aspherical refinements, the latter refine-

ments exhibiting lower values, and they are preserved over the

whole resolution range.

HAR refinements give GoF values closest to the ideal value

of 1 [Fig. 2(c)]. TAAM refinements give GoF values close to

1.5. By far the largest and worst values of GoF are derived

from IAM refinement. This is expected, since otherwise it

would mean the data do not contain information beyond

spherical scattering factors. Generally, GoF improves with

increasing resolution, with IAM producing ca 2 times worse
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Figure 2
Discrepancy factors and GoF versus resolution and electron density
model: (a) dependence of R(F), (b) wR2(F) and (c) GoF. MR stands for
multipole refinement, no constraints refers to hydrogen atom positions.



precision (larger confidence interval values) over the whole

range of resolutions. GoF is quite sensitive and its precision

clearly depends on resolution.

2.2. Bond lengths and valence angles

Fig. 3(a) shows a typical dependence for bond lengths

between non-hydrogen atoms specifically for the central C1—

C1 bond of oxalic acid. There is a small (ca 0.004 Å) systematic

difference between the neutron C1—C1 bond length

(1.549 Å) and the C1—C1 bond lengths obtained from the

refinements against X-ray data (ca 1.544 Å for all X-ray

refinements with the exception of low-resolution IAM

refinement which, although less precise, coincidently tends to

approach the neutron value; see the supporting information).

For low-angle data (2�max = ca 50, 60 and 70�), the IAM C1—

C1 bond length significantly increases with decreasing reso-

lution while the precision of the IAM C1—C1 bond length

simultaneously worsens. Interestingly, it has accuracy and

precision comparable to all the other electron density models.

Both HAR and TAAM produce the best values for the C1—

C1 bond length which seem to be independent of resolution

and the aspherical electron density model used. For the CO

bonds, the general shape of the dependencies is similar [see

Figs. S1(a) and S1(b) in the supporting information]. The only

small difference is in the fact that, when one goes towards

lower resolutions, the deviation of a given bond length from

the other values obtained for the high-resolution data could

either decrease towards the smaller values of the bond length

or increase towards the larger values (as this is the case for the

C1—C1 bond lengths). The optimized C1—C1 bond length

obtained from periodic DFT computations coincides with the

IAM 2�max = 50� C1—C1 bond length value and significantly

differs from the other C1—C1 bond lengths. As for the low-

resolution IAM bond lengths, the role of the valence electron

density is strengthening, and this electron density is partly

transferred towards the more electronegative atoms in the

bonds, i.e. towards the O1 and O2 oxygen atoms for the C—O

bonds, the IAM values of the C—C bond length tend to be

slightly longer for low-resolution data than for higher reso-

lution data. In all cases, HAR generates the most precise bond

lengths between the non-hydrogen atoms. However, both

HAR and TAAM exhibit similar accuracy. The supporting

information also contains similar relations for the nonbonding

O� � �O distances (Fig. S1).

A similar dependence also exists for the valence angles of

the non-hydrogen atoms [see Figs. 3(b) and S2]. The IAM

O2—C1—O1 valence angles deviate at low resolution (2�max =

50�) by ca 0.4�. However, HAR, TAAM and MM O2—C1—

O1 valence angles are very stable and do not change with

changing resolution. These values are also very close to the

average values of the valence angles based on neutron data or

computed using periodic DFT computations. The precision of

the neutron time-of-flight Laue method results is slightly

worse than that of almost all O1—C1—O2 valence angles

resulting from the X-ray refinements and is comparable to the

precision of the lowest resolution IAM results.
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Figure 3
Typical dependencies of geometrical parameters on data resolution and
electron density model refined against X-ray and neutron data for: (a) the
C1—C1 bond length, (b) the O2—C1—O1 valence angle, (c) the O3—H2
and (d) H1—O3 bond lengths. Neutron data and results of periodic DFT
calculations are given for the purpose of reference.



The above plots and those in the supporting information

suggest a path for improvement of the IAM-refined single-

crystal data collected in various structural databanks such as

the CSD or ICSD. This can be achieved by re-optimization of

the IAM-refined data against the measured intensities of

scattered reflections using the aspherical electron density

models, which means that the measured reflection intensities

from the structure factors should also be collected by the

above-mentioned databanks going forward. When intensities

of reflections are collected, simple refinement of an aspherical

electron density model (HAR or TAAM) can give more

accurate and more precise structural data than what is

currently present in the databanks. This is an important point

as better quality structural information will speed up the

development of those fields which use these structural data.

A very interesting dependence is obtained for the X—H

bond lengths [see Figs. 3(c), S1(c) and S1(d)]. A systematic

difference is immediately obvious between the IAM O2—H2

bond length and the average neutron value of this bond. To

account for this discrepancy during routine refinements of

crystal structures or electron densities in multipole refine-

ments, the X—H bond lengths are normally artificially elon-

gated to the average neutron values while keeping the valence

angles Y—X—H constant, termed standardization/normal-

ization. However, HAR refinements produce results close to

those obtained from neutron diffraction for this bond length

and the TAAM results are only slightly worse than those

obtained for HAR. This means that the systematic difference

between the neutron and IAM X-ray X—H bond lengths can

be entirely attributed to the IAM electron density model.

Theoretical values obtained from periodic DFT are also

almost identical to the neutron values. Although the precision

of the neutron X—H values is higher than the precision of the

X-ray results, the precision of the HAR results is the best,

TAAM is not much worse, but IAM is significantly worse, and

multipole model refinement results are the worst. In the case

of the O3—H2 bond length, its precision increases slightly

with increasing resolution.

A very similar result is obtained for the H� � �X hydrogen

bonds [Figs. 3(d), S1(e) and S1( f)] as for the X—H bond

lengths. As H� � �X is a weaker interaction compared with the

X—H bond, the precision of almost all the parameters is worse

than in the case of the X—H bond lengths (again with the

exception of HAR results). Also, in the case of HAR results,

the accuracy of the H� � �X bond lengths appears to be inde-

pendent of the data resolution. HAR results are also the most

precise. They have even better precision than that obtained for

X—H bond lengths. Still, the best precision for H� � �X bonds is

obtained from neutron diffraction (H1� � �O3 hydrogen-bond

lengths specifically). For more hydrogen-bond length depen-

dencies, see Figs. S1(e)–S1(i).

2.3. Errors in geometrical parameters

Fig. 4 [and Figs. S3 and S4] illustrates the typical depen-

dencies for the C1—O1 bond length errors as a function of

data resolution and electron density model. Two types of

errors are considered. These are estimated standard deviation

(e.s.d.s, the values obtained from the least-squares refinement

against the X-ray or neutron diffraction data) and sample

standard deviation (s.s.d.) values calculated on the basis of

multiple datasets (13 data collections using X-ray diffraction

and 14 for neutron diffraction). Several observations are

apparent. First, the s.s.d.s are larger than the e.s.d.s for all the

resolutions and for all the electron density models. Intuitively,

this is acceptable as e.s.d.s only take into account the errors of

the variables defining the refined model, whereas s.s.d.s take

into account all the possible random and systematic errors

including those which are not accounted for by e.s.d.s. The

HAR-derived s.s.d. values for the C1—O1 bond lengths are

the smallest among the s.s.d.s as are the corresponding e.s.d.

values. All of the errors are dependent on the data resolution

and the largest errors are obtained for the lowest resolution

data. For IAM, the s.s.d. values are larger than the e.s.d. values

and this difference increases with increasing data resolution

(up to 3 times larger s.s.d. than e.s.d. for the highest-resolution

data). Even routine structural investigations could benefit

from error reduction when carefully measured higher resolu-

tion data are utilized. The bond length errors present in the

neutron diffraction bond lengths are usually higher than the

errors from X-ray data for bonds between non-hydrogen

atoms and are smaller for the bonds involving hydrogen

atoms.

2.4. Thermal parameters

Typical dependencies for the equivalent thermal factors (U)

for heavy atoms are illustrated in Fig. 5(a). It appears that the

Uequiv values are dependent on both the resolution and the

electron density model. As far as resolution is concerned,

Cruickshank (1956) stated that high-order diffraction data

should contain more information from sharp electron density

features and less information from bonding electron density

which would be reflected in the quality of the ADPs. More

illustrations for the other atoms are shown in Fig. S5. Again,
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Figure 4
Typical dependencies of the errors of the geometrical parameters (in this
case for the C1—O1 bond length) on data resolution and the electron
density model refined against X-ray and neutron data; l.s. stands for the
least-square e.s.d. values.



the IAM Uequiv values increase for low resolution, thus

differing from the HAR and TAAM values which remain

more or less the same in the entire resolution range; they only

increase slightly for the high-resolution data. The HAR and

TAAM models seem to produce comparable accuracy and

precision for the Uequiv values. The HAR O3 Uequiv value is the

closest to the neutron value of Uequiv for O3. A slight increase

for the highest resolution could be associated with the errors

introduced by core electrons not adequately accounted for,

particularly by the pseudoatom model. Apparently, in order to

get reliable Uequiv values one should use at least 0.9 Å�1

resolution data with IAM refinement, which means that all

routine structural investigations have overestimated

temperature factors. This conclusion is also in line with similar

results presented for other compounds in the work by

Sanjuan-Szklarz et al., 2016) and should have a huge impact on

the crystallographic community.

In the case of the isotropic hydrogen atom temperature

factors [Figs. 5(b) and S5(e)–S5(g)], there are clear and

significant differences between the HAR, IAM and TAAM

H2 Uiso values. In general, these are the HAR values which are

the closest to the neutron isotropic hydrogen ADPs (with the

exception of one ELMAM2 value). Here, the precision of the

data is comparable for all of the electron density models with

the notable exception of routine IAM data which could not be

refined for 2�max = 50�.

In the case of the components of a thermal motion tensor

[see Fig. 5(c)], the scale of changes is larger and the trends are

similar to those found for the Uequiv and Uiso temperature

factors; namely, data precision decreases as resolution

decreases. There seems to be a small minimum for the thermal

tensor component values somewhere close to a resolution

equal to 0.9 Å�1, and the HAR values also appear to be the

most accurate and precise.

2.5. Unit-cell parameters and residual electron density

We have also analyzed changes of the unit-cell parameters

and residual electron density as a function of resolution (see

Figs. S6 and S7). It appears that the unit-cell parameters are
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Figure 5
Typical dependencies of the thermal parameters and cohesive energy on the data resolution and the electron density model refined against X-ray and
neutron data for: (a) Ueq for the O3 atom, (b) Uiso /Ueq for the H2 atom and (c) U22 for the C1 atom and (d) cohesive energies of crystals. In the case of
hydrogen atoms, the plot contains Uiso values for IAM and UBDB, ELMAM2 and INVARIOM refinements and Ueq for the other methods. Opt_geom
refers to the cohesive energy calculated for the optimized geometry.



independent of resolution and, on average, very close to the

neutron values. However precision of the X-ray unit-cell

parameters is worse than those obtained from neutron

diffraction. One can see quite significant differences between

the optimized theoretical values (DFT) of the unit-cell para-

meters and the experimental values. In addition, precision of

the volume for low-resolution data is slightly larger than for

the higher resolution data.

In the case of the maximal and minimal residual electron

density (Fig. S7) there seems to be a small increase of maximal

residual electron density with increasing resolution for all

methods of refinement. This is accompanied by a small

decrease of minimum residual electron density. IAM refine-

ments produce residuals (maximal) which are ca 2–3 times

higher than the other methods of refinement. In the case of

minimum residual electron density these differences are

smaller. Interestingly, application of databanks of pseu-

doatoms leads to residuals which are very close to those from

HAR (particularly for low-resolution data). The differences

between HAR residuals and other TAAM approaches seem to

increase slightly with resolution. For the aspherical approa-

ches, precision of residuals seems to be worst for the extreme

values of resolution. No doubt the aspherical refinements are

very sensitive to the quality of reflections as, at first, precision

increases with increasing resolution as information is accu-

mulated with the increasing number of reflections. However,

from ca 0.9 Å�1, precision worsens when weaker high-reso-

lution reflections are also accounted for.

2.6. Small changes in geometry – significant changes in
energies

Are all these small differences in geometrical and thermal

parameters obtained using different electron density models

and different resolutions really significant and important? One

can answer this question by analyzing the cohesive energies

(crystal lattice energies) [Fig. 5(d)]. The cohesive energy is the

difference between the crystal lattice energy per molecule and

the molecular energy of a molecule in the gas phase. The mean

cohesive energy values calculated from neutron diffraction

results can be treated as an excellent reference value [the

black line in Fig. 5(d)]. The cohesive energy for the optimized

structure is shown as a pink line. As illustrated in Fig. 5(d), the

cohesive energies obtained from the geometries after multi-

pole refinement are effectively the same as the reference

values. This is a trivial result as in these refinements the

average bond lengths to hydrogen atoms obtained from single-

crystal neutron diffraction were used. However, as not all the

geometric parameters from neutron diffraction are utilized in

multipole refinement (e.g. valence angles corresponding to

bond-bending terms are not taken from neutron diffraction),

the confidence interval for the average cohesive energy

calculated on the basis of the geometry from multipole

refinement is larger than the confidence interval for cohesive

energies calculated for the geometry taken entirely from

neutron diffraction.

When other approaches are applied, it appears that the

results of HAR refinements are the closest to the reference

cohesive energy value. They differ from the reference value by

ca 10–13 kJ kJ mol�1 over the whole range of resolutions. The

HAR(B3LYP) results are closer to the reference cohesive

energies than those derived from HAR(BLYP) geometries.

However, particularly for higher resolutions (2�max = 90�), the

precision of the cohesive energies based on HAR(B3LYP) is

slightly worse than the precision of the results based on BLYP.

In general, the precision of the HAR results is only ca 2–2.5

times worse than the precision of the cohesive energies

calculated using only neutron geometries. Interestingly, for

low-resolution data (2�max = 50�), all methods of refinement

give comparable accuracy, deviating by ca 20 kJ mol�1 from

the reference neutron cohesive energy, although the precision

of the pseudoatom database refinement methods are worse

(�50%) than the precision of the corresponding HAR results.

There is a systematic difference between the precision of

the results obtained for geometries derived from UBDB

refinements (ca �15 kJ mol�1) compared with the results

obtained from other databanks (ca �10 kJ mol�1). Both the

precision and accuracy of the cohesive energies based on the

pseudoatom database geometries are dependent on data

resolution. Interestingly, they both improve when routine

resolutions are used, the only exception being the ELMAM2

results at the 2�max = 90� resolution. We assume that this is due

to the fact that the ELMAM2 parameters are obtained from

multipole refinement of oxalic acid data collected for this

particular resolution and thus has implicit information from

neutron geometry. In general, the precision of all the cohesive

energies is ca 3 times worse than the reference precision of the

cohesive energies based on neutron geometries. Similarly, as in

the case of other parameters, both the precision and the

accuracy of the cohesive energy calculated using IAM are the

worst: the precision is equal to �20 kJ mol�1 whereas the

accuracy is ca 50 kJ mol�1 – a large deviation.

When IAM is used with bonds to hydrogen atoms

normalized/standardized to the average neutron bond lengths

(Allen & Bruno, 2010), the accuracy of the cohesive energy is

equal to ca 15 kJ mol�1, being practically independent of

resolution. Such an approach also gives excellent precision of

�5 kJ mol�1. This discrepancy in the accuracy of such crystal

lattice energies results from differences in valence angles

defined by hydrogen atoms which are not accounted for.

3. Discussion

A century after the work of Laue, Ewald and the Braggs, more

advanced refinements of X-ray diffraction data, which provide

significantly more accurate and precise structural and elec-

tronic information, are mature now and ready to supplant

IAM refinement methods. We have shown this by comparing

multiple single-crystal X-ray results with neutron data

obtained for multiple measurements of single crystals of

hydrated �-oxalic acid and to the periodic DFT optimization

outcome.
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3.1. Accuracy and precision of structural results

The best accuracy and precision for the X-ray results were

obtained when either the HAR or TAAM electron density

models were applied. Analysis of the dependencies of struc-

tural and thermal parameters obtained by refinement of the

different models of the electron density against multiple X-ray

and neutron datasets collected for single crystals of oxalic acid

showed that IAM gave, in general, significantly worse accu-

racy and precision than the aspherical models of electron

density. When comparing the results against X-ray data

resolutions of sin�max/� = 0.625, 0.714, 0.832, 1.00 and

1.14 Å�1, the superiority of the aspherical methods was

particularly clear for the lowest resolution data.

3.2. HAR results independent of resolution

For the majority of structural parameters, HAR gives the

most accurate and most precise structural results largely

independent of the resolution of the input hkl data. It is often

the most similar to neutron diffraction results. This means that

by using HAR, one can get more accurate and more precise

results (even for low-resolution data) than for any other

electron density model. This is particularly important for those

branches of crystallography which are limited in data resolu-

tion (e.g. high-pressure studies).

3.3. Superiority of TAAM and MM over IAM

The electron density models TAAM and MM also produce

results that are clearly superior to those derived from IAM. A

century after the introduction of IAM, it is clear that all of the

more advanced, aspherical approaches extract the information

from X-ray diffraction data measured more successfully using

the presently available modern X-ray diffractometers and

sources.

3.4. Significant improvement of bond lengths (and valence
angles) to hydrogen atoms

Aspherical electron density models improve the experi-

mentally observed bond lengths for hydrogen atoms. Appli-

cation of HAR gives X—H bond lengths that are almost

identical to the bond lengths obtained from single-crystal

neutron diffraction. The other aspherical electron density

models also give far better agreement with neutron data than

IAM. This systematic difference between the X-ray X—H

bond lengths and the neutron values of these parameters

arises from the IAM electron density model centring the

electron density maximum away from the atomic nucleus, but

at the maxima of electron density in the X—H bonds.

Consequently, when aspherical electron density models are

used for the refinement, this discrepancy either disappears (for

HAR) or is significantly diminished (for TAAM). No artificial

standardization of the X—H bond to the neutron bond lengths

is needed. It is a myth that X-ray diffraction cannot locate

hydrogen atoms accurately or precisely; for the last century

almost all crystallographers have been using a model of

electron density which is not suited for the refinement of

hydrogen atoms.

3.5. Significant improvement of geometrical parameters for
non-hydrogen atoms

In the case of structural parameters such as bond lengths

and valence angles between the non-hydrogen atoms, the

average differences increase at lower resolutions when IAM is

used compared with the other models of electron density. In

the case of routine structural data collection, the differences

are largest up to 2�max for Mo K� = 50�. By employing more

advanced electron density models than IAM, one can get

better quality structural results.

3.6. Dependence of ADPs on resolution

Also, temperature factors (ADPs) are model- and resolu-

tion-dependent. For the non-hydrogen atoms, IAM Uequiv

clearly increases towards low resolution than is found for the

aspherical approaches and all models of electron density give

a slight increase of the equivalent temperature factors towards

the highest resolutions. Apparently, the minimum value of

Uequiv is close to 0.9 Å�1. In the case of hydrogen atoms, there

is a systematic difference between isotropic temperature

factors from IAM and all other models of electron density. In

order to get the most reliable temperature factors, one should

apply aspherical models of electron density in the refinement

against X-ray data of the resolution higher than ca 0.9 Å�1.

The IAM ADP values of hydrogen atoms are systematically

underestimated and, in fact, should be corrected to the

average neutron diffraction values, similarly as the X—H bond

lengths are.

3.7. Better energies of crystal lattices

By refining data with more advanced electron density

models than IAM, one can get better quality energies of

interactions for atoms and molecules in crystals. We observed

that the results based on HAR are the closest to the reference

cohesive energy value obtained from neutron data. They differ

by ca 10–13 kJ mol�1 over the whole range of resolution. In

general, the precision of HAR results is only ca 2–2.5 times

worse than the precision of the cohesive energies calculated

using neutron geometries. Interestingly, for low-resolution

data, all aspherical methods of refinement gave comparable

accuracy, deviating by ca 20 kJ mol�1 from the reference

neutron cohesive energy, although the precision of the TAAM

refinement methods were worse (�50%) than the precision of

the corresponding HAR results. Similar to the case of struc-

tural and thermal parameters, both the accuracy and the

precision of the cohesive energy calculated using IAM was the

worst (50 kJ mol�1, whereas the precision error was

35 kJ mol�1). However, excellent accuracy (ca 15 kJ mol�1)

and precision (�5 kJ mol�1) are obtained when the IAM

approach is coupled with the extension of bond lengths to

hydrogen atoms to the average neutron X—H bond lengths

(standardization/normalization procedure). Apparently, this is

a low-cost way of obtaining a significant improvement of the
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final results of refinement. It should be supplemented by

correction of X-ray valence angles defined by hydrogen atoms

to the average neutron values of such angles which should lead

to a further increase of both accuracy and precision of the

resulting lattice energies.

3.8. Improvement of all structural information acquired so
far

An important consequence of the above results is that there

definitely will be a significant improvement in the quality

(accuracy and precision) of already measured and refined

single-crystal X-ray data present in the CSD and ICSD when

the stored X-ray datasets are re-refined with HAR or TAAM.

Unfortunately, structure factors are not always present in the

databanks, though storage should be mandatory to facilitate

future improvements of structural information. In any case,

such improved structural information would be especially

attractive to all fields of science that start from structural data

to determine properties, including crystal engineering and

crystal structure prediction, materials science, life science,

medicine, pharmaceutical research, etc.

4. Experimental

4.1. Crystallization, X-ray data collection and reduction

The details of crystallization, X-ray data collection and data

processing are described in the work by Kaminski et al. (2014).

High-resolution single-crystal X-ray diffraction experiments

(13 in total) were performed on three different experimental

setups. In each case a new crystal was grown, mounted on the

goniometer head and cooled to 100 K. Depending on the

overall quality of the crystal and its orientation, all the data-

sets were collected using different strategies optimized for

each case. Each dataset was then separately reintegrated for

this study with the following resolution cut-offs for sin�max/� =

0.625, 0.714, 0.832, 1.00 and 1.14 Å�1, which gave a total of 65

new truncated hkl datasets. The maximal resolution of all

datasets is on average 1.14 Å�1. However, it is different for

each individual hkl dataset within the range from 1.0 Å�1 up

to 1.2 Å�1. All other resolution values – different from the

maximal one – are exactly the same for all hkl datasets.

Integrations were performed with the respective diffract-

ometer software: APEX2 (Bruker, 2008) or CRYSALIS

(Rigaku Oxford Diffraction, 2012). Data reduction, correc-

tion, and merging were carried out using SORTAV (Blessing,

1987, 1989, 1995). The unit-cell parameters were always

obtained using data limited to a certain resolution.

4.2. IAM X-ray refinement

The routine IAM X-ray refinements were performed on

datasets reintegrated to the desired resolution. The structural

determinations and initial refinements were performed using

SHELX (Sheldrick, 2008) within OLEX2 (Dolomanov et al.,

2009). Further refinements based on F were performed in the

MoPro suite (Jelsch et al., 2005). The refinement scheme was

as follows: (i) scale factors (also refined in all other stages); (ii)

atomic coordinates and anisotropic ADPs for the non-

hydrogen atoms; (iii) atomic coordinates and isotropic ADPs

for the hydrogen atoms; (iv) atomic coordinates and ADPs.

No restraints or constraints were applied, except at the lowest

resolution (0.625 Å�1), for which restraints for the ADPs of

hydrogen atoms were found to be necessary (scaled to 1.5 of

Ueq computed from anisotropic ADPs of the carrier atom).

4.3. Multipole refinement

All results of the multipole refinements are taken from the

work by Kaminski et al. (2014). Multipole refinement of single-

crystal X-ray data was only performed for the respective

maximal resolution datasets.

4.4. TAAM

The total electron density of a given molecule or macro-

molecule in a crystal can be reconstructed on the basis of

multipole parameters of electron density of pseudoatoms

transferable between different molecules (Brock et al., 1991).

Such an electron density model is called a transferable

aspherical atom model (TAAM) of electron density and the

refinement against X-ray data of this model is called the

TAAM refinement (Bak et al., 2011). In the course of the

TAAM refinements, pseudoatom parameters for each atomic

species are transferred from a databank and are kept fixed so

that only the atomic coordinates and ADPs are refined.

The databank approach allows an easy parameterization,

but at the expense of transferability errors. Pseudoatom

parameters in the databank are obtained on the basis of some

model molecules, not tailor-made for a system under study,

unlike in the HAR approach. In our work, we tested the three

available and well established databanks of pseudoatoms: the

Invariom database (Dittrich et al., 2004; 2013), the Experi-

mental Library of Multipolar Atom Models (ELMAM)

(Pichon-Pesme et al., 1995; Domagała et al., 2012) and the

University at Buffalo Pseudoatom Data Bank (UBDB)

(Koritsanszky et al., 2002; Volkov et al., 2004; Dominiak et al.,

2007; Jarzembska & Dominiak, 2012; Kumar et al., 2019).

Invariom and UBDB databanks offer pseudoatom parameters

bearing information about electron densities of isolated

molecules. Only in the case of ELMAM are the pseudoatom

parameters obtained in the course of averaging over atomic

multipole parameters derived from refinement against

experimental structure factors, and hence contain information

about interactions in the crystal environment. However,

unlike in HAR, the model of electron density used in

ELMAM (the multipole model) does not explicitly include

information about interactions with the surrounding mole-

cules.

TAAM refinements of the 13 X-ray datasets of hydrated �-

oxalic acid at different resolution ranges were carried out with

the MoPro software (Jelsch et al., 2005). In each case, the

model was refined against structure factor magnitude F

fulfilling the threshold of F2 > 2�(F2). The following software

was used to transfer the atomic multipole parameters from

each of the databases: Invariom – InvariomTool (Hübschle et

research papers

IUCrJ (2020). 7, 920–933 Sanjuan-Szklarz et al. � On accuracy and precision of X-ray and neutron diffraction 929



al., 2007), UBDB2011 (Jarzembska & Dominiak, 2012) –

LSDB (Volkov et al., 2004) and ELMAM2 (Domagała et al.,

2012) – MoPro (Jelsch et al., 2005). Positions and isotropic

displacement parameters of hydrogen atoms were refined

without any constraints. The weighting scheme used was w = 1/

�2(Io). The refinement strategy was as follows: (1) scale factor;

(2) scale factor, atomic coordinates and ADPs for the non-

hydrogen atoms; (3) scale factor, atomic coordinates and

ADPs for the hydrogen atoms (4) scale factor, atomic coor-

dinates and ADPs for all atoms.

4.5. HAR

Hirshfeld atom refinement (HAR) (Jayatilaka & Dittrich,

2008; Capelli et al., 2014) uses aspherical atomic scattering

factors derived from stockholder partitioning (Hirshfeld,

1977) of molecular electron densities obtained in an iterative

procedure of ab initio calculations of the molecular wave-

function of the oxalic acid molecule surrounded by a cluster of

the nearest water molecules at the selected level of theory and

with the basis set of choice. In HAR, as in TAAM, only

coordinates and ADPs are refined, not the electron density

parameters, which are calculated. This, in turn, allows us to

avoid correlations between the ADPs and electron density

parameters, making refinement of ADPs for hydrogen atoms

feasible (Capelli et al., 2014; Woińska et al., 2014; 2016). At the

same time, it prevents experimental errors from lowering the

quality of the reconstructed electron density while retaining

good agreement with the experiment (Volkov et al., 2007).

Unlike the TAAM refinement of electron density, HAR does

not rely on the assumption that electron density parameters

are transferable and, therefore, it is free from transferability

errors, which makes this method more flexible and suitable to

model subtle effects. It also provides higher flexibility in

modelling core density by the choice of the basis set, which in

the multipole model is frozen and cannot be changed in the

refinement procedure. Moreover, in HAR, the influence of the

interactions with the crystal environment can be taken into

account during the calculations of the molecular wavefunc-

tions by means of surrounding the central molecule with a

cluster of Hirshfeld partition-derived atomic point charges

and dipoles placed at the atomic sites, or even with a user-

defined explicit cluster of molecules. As a result of this quality,

HAR is more suitable for crystal structures with strong

intermolecular interactions present in the crystal lattice, such

as the studied structure of oxalic acid, compared with TAAM,

in which such effects are not explicitly included. The improved

electron density model present in HAR is crucial for devel-

oping a correct description of the electron density of hydrogen

atoms, especially since these electron densities are often

biased towards the heavier bonding partner. This allows the

precise and accurate identification of the locations of

hydrogen positions based on X-ray data refinement (Volkov et

al., 2007), which is particularly vital in the case of strong

hydrogen bonds that are difficult to model with positions

derived from neutron scattering data (Jelsch et al., 2005).

HAR against amplitudes of all reflections for the X-ray

datasets collected for hydrated �-oxalic acid was performed

with the TONTO program (Jayatilaka & Grimwood, 2003).

During HAR, the wavefunction of a cluster consisting of the

central molecule of oxalic acid interacting via hydrogen bonds

with the six nearest water molecules was calculated. The

wavefunction was obtained in the course of DFT calculations

with the cc-pVTZ basis set (Dunning, 1989), which was shown

to be sufficient to refine hydrogen positions and ADPs with

HAR (Capelli et al., 2014), using two functionals: the purely

theoretical BLYP functional and the B3LYP functional

(Hohenberg & Kohn, 1964; Becke, 1993; Lee et al., 1988),

including semiempirical coefficients providing better fit to

experimental data. In order to include interactions with the

crystal environment, the central cluster of seven molecules

was embedded in a cluster of atomic charges and dipoles for

all the surrounding molecules with at least one atom within

8 Å from the central molecular cluster. All atomic positions

and ADPs, including hydrogen atoms, were refined without

any constraints or restraints. Hydrogen atoms were refined

with anisotropic ADP values.

4.6. Limitations of pseudoatom databanks and HAR

Although TAAM is superior to IAM, it has its own

limitations. Pseudoatom databanks are built for atoms of light

elements common in organic molecules. The databanks are

continuously expanded, however they still do not contain all

atom types, but this can be solved in the near future. There is

no databank currently containing metal atoms or other

heavier elements and it is not certain if such a databank can be

built in the future. More studies are needed to evaluate the

level of transferability (Chimpri & Macchi, 2013) and quality

of multipolar modelling for heavier elements. None of the

databanks applied here are able to quantitatively describe

effects of intermolecular interactions on electron density. This

would require the inclusion of intermolecular atom–atom

interactions in the atom typing algorithm (Bojarowski et al.,

2017) and would enlarge the costs of building a databank to

cover all known interactions. Finally, the database approach

has a built-in error of transferability, which is very low

(Hathwar et al., 2011) but will always be present.

HAR is a method that still needs further development to

achieve functionality comparable to IAM. One of its down-

sides is the long computational time required by repeated

quantum mechanical calculations, which makes it impossible

for this method to be directly applied to large molecules

without combining it with fragmentation or database techni-

ques. Moreover, refinement of structures other than molecular

crystals such as network structures and ionic crystals is not yet

properly handled. The problem with refinement of disordered

structures is also not fully solved. Finally, crystal structures

containing heavy elements are challenging due to the choice of

basis set, implementation of relativistic methods and achieving

convergence during wavefunction calculations.
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4.7. Neutron diffraction

Neutron diffraction data were collected as a result of 14

experiments performed on the same crystal of hydrated �-

oxalic acid (dimensions 0.6 � 0.15 � 0.15 cm) using the SXD

instrument (Wilson, 1990; 1997; Keen & Wilson, 1996; Keen et

al., 2006) at the ISIS spallation neutron source. The Laue time-

of-flight diffraction method was applied, with a wavelength

range of 0.48–7.0 Å. For peak integration, a local orientation

matrix was refined for each frame using approximately 30

reflections from each of the 11 detectors. The dimensions of

the unit cell were calculated as a weighted average of all local

unit cells. Reflection intensities were extracted and reduced to

structure factors using standard SXD procedures, as imple-

mented in the computer program SXD2001 (Gutmann, 2005).

Refinements of F 2 against all reflections were performed

using Jana2006 (Petricek et al., 2014) with ADPs for all atoms,

including the hydrogen atoms.

4.8. Periodic DFT calculations

Geometry optimization was carried out at the DFT(B3LYP)

level of theory with the cc-pVTZ basis set. During the opti-

mization procedure, atomic coordinates and cell parameters

were varied. Initial parameters were taken from the multi-

polar refinement of the ninth dataset from a previous publi-

cation (Kaminski et al., 2014) which was the best from a

statistical point of view. Geometry optimization and theore-

tical calculations of energies of the crystal structures were

performed using the CRYSTAL09 (Dovesi et al., 2009)

program package at the DFT/B3LYP level of theory

(Hohenberg & Kohn, 1964; Becke, 1993; Lee et al., 1988) with

the cc-pVTZ basis set (Dunning, 1989). Grimme D2 disper-

sion correction was applied (Civalleri et al., 2008; Grimme,

2006). Geometry optimization with periodic boundary condi-

tions and optimized unit-cell parameters was carried out in

order to form a benchmark that can be used for the experi-

mentally derived geometrical parameters. The cohesive

energy for the optimized structure and all the experimental

X-ray and neutron structures was calculated as the difference

between the crystal lattice energy per molecule and the

molecular energy of a molecule in the gas phase, as described

in the literature (Civalleri et al., 2008). BSSE was estimated

using the counterpoise method (Boys & Bernardi, 1970) with

ghost atoms selected within a distance of 5 Å from the central

molecule.

4.9. Statistical analysis

4.9.1. Accuracy and precision. Accuracy is always

measured under the assumption that one knows the true value

of a given parameter. In the case of multiple measurements,

we estimate accuracy from the difference between the average

value (see Fig. 6)

�xx ¼
1

n

Xn

i¼1

xi;

of a given parameter and the ‘true’ value. However, modelling

molecular structures has several well known common errors.

For example, it is well known that diffraction of neutrons takes

place on nuclei and diffraction of X-rays on electron density

and thus electron density in X—H bonds is shifted towards the

non-hydrogen atoms. So it is obvious that when IAM refine-

ment is used, the bond lengths to hydrogen atoms obtained

from neutron diffraction are closer to the true values than

those obtained from the X-ray X—H bond lengths. Therefore,

the neutron-derived structural parameters are used as the

reference values to estimate accuracy.

In structural studies, precision is commonly measured by

the e.s.d., however, in the case of multiple data collection, it

can also be estimated by the s.s.d. = sx):

sx ¼
1

n� 1

X1

i¼1

ð�xx� xiÞ
2

" #1=2

:

Estimated standard deviations take into account only those

errors associated with variables that define a given model used

in a given study. But there are also plenty of errors which are

not accounted for by this such as the quality of the equipment,

the effort expended on crystal production, in addition to

various other random and systematic errors. This means that

s.s.d.s should give a better estimation of errors than e.s.d.s.

5. Conclusions

A century after the work of Laue, Ewald and the Braggs, more

advanced models of aspherical atomic electron density used in

refinements of X-ray diffraction data can provide significantly

more accurate and precise structural and electronic informa-

tion than the commonly used IAM. In particular, HAR and

TAAM refinements supply the best accuracy and precision for

X-ray results. The superiority of the aspherical methods was

particularly clear for the lowest resolution data. In fact, HAR

results are independent of resolution. This is very important

for high-pressure studies and other branches of crystal-

lography which supply data limited in resolution. The most

common IAM refinement supplies the worst data and all

aspherical approaches extract information from X-ray
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Figure 6
Definition of accuracy and precision.



diffraction data more efficiently. Application of aspherical

electron density models improves the experimentally

observed bond lengths for hydrogen atoms and also signifi-

cantly improves geometrical parameters for non-hydrogen

atoms. Temperature factors (ADPs) are model and resolution

dependent. The IAM ADP values of hydrogen atoms are

systematically underestimated and should be corrected to the

average neutron diffraction values, in a similar way as done for

X—H bond lengths. By refining data with more advanced

electron density models than IAM, one can get better quality

energies of interactions for atoms and molecules in crystals.

We observed that the results based on HAR are closest to the

reference cohesive energy value obtained from neutron data.

By re-refining the stored X-ray datasets with HAR or TAAM,

one can improve the quality of all structural information

acquired so far.
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Jayatilaka, D. (2016). Sci. Adv. 2, e1600192.
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