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Ultra-intense, ultra-fast X-ray free-electron lasers (XFELs) enable the imaging

of single protein molecules under ambient temperature and pressure. A crucial

aspect of structure reconstruction involves determining the relative orientations

of each diffraction pattern and recovering the missing phase information. In this

paper, we introduce a predicted model-aided algorithm for orientation deter-

mination and phase retrieval, which has been tested on various simulated

datasets and has shown significant improvements in the success rate, accuracy

and efficiency of XFEL data reconstruction.

1. Introduction

Real knowledge about 3D atomic localizations inside biolo-

gical molecules revealed by X-ray crystallography has

dramatically advanced our understanding of life sciences

across the world (Garman, 2014). Despite such unprecedented

resolving power of X-ray crystallography, the requirement for

stringent periodic arrangement of protein molecules poses a

fundamental challenge for large proteins that are difficult to

crystallize. Recent advances in cryo-electron microscopy

(cryo-EM) allow for high-resolution structural determination

of sufficiently large proteins or macromolecular assemblies by

directly imaging individual protein particles that are

embedded in vitreous ice (Cheng et al., 2015), thus circum-

venting the need for crystallization. However, the cryo-

preserved protein particles commonly used for cryo-EM may

undergo some conformational changes that are likely to

deviate from its native state at room temperature resulting

from rapid freezing (Bock & Grubmüller, 2022) and radiation-

induced damage (Baker & Rubinstein, 2010; Glaeser, 2016).

In contrast, single-particle X-ray diffraction equipped with

extremely intense and ultrashort X-ray free-electron lasers

(XFELs) aims to open up a novel avenue in structural biology

by capturing snapshot diffraction signals of an individual

protein in its native solution state while miantaining physio-

logical temperature before radiation damage takes place and

destroys the particle (Neutze et al., 2000; Chapman et al.,

2006a; Seibert et al., 2011).

Theoretical studies have suggested that near-atomic 3D

resolution of isolated non-crystalline protein particles should

be possible with current XFEL sources when millions of

diffraction patterns are available (Miao et al., 2001; Bortel et

al., 2009; Gaffney & Chapman, 2007). In practice, most XFEL

experiments performed on individual macromolecules to date
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have been limited to a 3D resolution generally below the

nanometre scale, albeit using giant viruses. The first 3D

reconstruction of biological particles from experimentally

measured XFEL diffraction patterns is achieved with a full-

period resolution of 125 nm using the Giant Mimivirus, one of

the largest viruses spanning approximately 450 nm in diameter

(Ekeberg et al., 2015). From then on, more and more

successful 3D reconstructions of smaller viruses have been

reported at much better resolutions. For example, the XFEL

single-particle experiment has provided 3D structural infor-

mation about the Melbourne virus whose diameter is around

230 nm at 28 nm resolution (Lundholm et al., 2018). Moreover,

even smaller viruses, such as Rice Dwarf Virus (Kurta et al.,

2017; Munke et al., 2016) and bacteriophage PR772 (Assa-

lauova et al., 2020; Reddy et al., 2017), both with a diameter of

around 70 nm, have also been structurally determined to

resolutions of 17 nm and 6.9 nm, respectively. These proof-of-

principle XFEL experiments also highlight the fact that the

weak diffraction signals of single particles, limited number of

high-quality diffraction patterns coupled with sample hetero-

geneity will eventually limit the achievable resolution.

In single-particle diffractive imaging (SPI), ensembles of

identical particles are successively delivered into the XFEL

beam at random orientations through either a liquid medium

(DePonte et al., 2008) or aerosolization (Hantke et al., 2014).

To build up a continuous 3D diffraction intensity in reciprocal

space, the orientation of each particle must be recovered a

posteriori. Hitherto, there have been three major strategies to

computationally estimate the orientations of XFEL diffraction

patterns. Earlier methods mainly focus on finding the common

lines or arcs among diffraction patterns which can provide

relative orientation information when the signal-to-noise ratio

(SNR) is sufficiently high (Shneerson et al., 2008; Bortel &

Tegze, 2011; Yefanov & Vartanyants, 2013). A more sophisti-

cated method is based on the manifold-embedding technique

(Fung et al., 2008) which holds the promise of mapping the

continuous conformational landscape in a biological system

(Hosseinizadeh et al., 2017). Another of the most widely used

methods is built on the framework of projection matching (van

Heel, 1984; Penczek et al., 1994) by iteratively alternating

between orienting 2D diffraction patterns and updating 3D

diffraction intensity, such as the correlation maximization

(CM) algorithm (Tegze & Bortel, 2012, 2021) and the expan-

sion maximization compression (EMC) algorithm (Loh &

Elser, 2009; Ayyer et al., 2016). However, the accuracy of

orientation determination based on projection matching is

heavily dependent on the number of diffraction patterns

(Poudyal et al., 2020) together with the incident pulse fluences

(Ayyer et al., 2019; E et al., 2022); therefore, the current

methods are prone to failure under a number of difficult

circumstances including the aforementioned limited data

intensity and weak diffraction signals.

After assembling 2D diffraction patterns into a 3D intensity

with recovered orientations, the next important step is to

reconstruct electron-density distribution from only intensity

information via phase retrieval methods. Under the over-

sampling conditions, the 3D intensity can be computationally

phased through iteratively enforcing constraints in both real

space and reciprocal space (Miao et al., 1999; Marchesini et al.,

2003; Chapman et al., 2006b). Despite its effectiveness, the

success and quality of reconstruction are highly susceptible to

the central data within 3D diffraction intensity (Nishino et al.,

2003; Miao et al., 2005). This is because the approximate shape

of the reconstructed structure is mathematically defined by

low-resolution diffraction data which have been extensively

demonstrated to be crucial for successful ab initio phase

recovery (Subbiah, 1991; Lunin et al., 2000; Jorda et al., 2016;

Jiang et al., 2023). Unfortunately, the loss of central data is

essentially unavoidable since the gaps between detector rows

need to be large enough to directly pass the incident XFEL

beam. Furthermore, as the resolution approaches near-atomic

level, a particular problem may arise that even a small amount

of central data can account for a relatively large proportion at

low resolution, the absence of which can make direct phase

retrieval difficult and sometimes impossible.

As stated previously, current orientation determination and

phase retrieval procedures generally employ iterative algo-

rithms that are initiated from a random solution and inevitably

require a substantial number of iterations to reach conver-

gence. In some more challenging cases, both procedures may

even get stuck at a local minimum and fail to find the correct

solution, thus necessitating the use of some prior structural

information about the particles. This idea is analogous to the

single-particle analysis in cryo-EM where a good estimate of

the initial model generated from ab initio 3D reconstruction or

homologous structure can obviously facilitate orientation

determination (Harauz & Ottensmeyer, 1984, 1983), super-

vised classification (Gao et al., 2004; Heymann et al., 2004;

Brink et al., 2004) and reference-based refinement (Grigorieff,

2007; Scheres, 2012; Punjani et al., 2017). Recent technological

breakthroughs in machine-learning based AlphaFold2 are

pushing the prediction accuracy of protein structures to an

unparalleled level that is on par with experimental structural

quality (Jumper et al., 2021; Tunyasuvunakool et al., 2021). The

highly real predicted models have found widespread applica-

tions in a variety of protein structure determination techni-

ques, such as cryo-EM (Hryc & Baker, 2022; Mosalaganti et

al., 2022; Skalidis et al., 2022), X-ray crystallography (Hu et al.,

2022; Zhao et al., 2023; Millán et al., 2021) and nuclear

magnetic resonance (NMR) (Fowler & Williamson, 2022;

Tejero et al., 2022). However, to our knowledge, the applica-

tion of high-quality predicted models to SPI reconstruction

remains unexplored.

In this study, we further incorporate the prior knowledge of

predicted models into SPI to enhance and speed up 3D

reconstructions of single particles. In our method, a predicted

model is converted to the regularly sampled reciprocal

intensity in accordance with the diffraction geometry rela-

tionship. The reciprocal-space intensity serves as a starting

reference to initiate the iterative orientation determination

and phase retrieval procedures with its intensity and phase

information, respectively. Our method is numerically demon-

strated to be more tolerant to limited data intensity, weak

diffraction signals and unmeasured low-resolution data.
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At the time of writing, experimental determination of 3D

macromolecular structures with XFELs is restricted to protein

nanocrystals and giant virus particles. Nevertheless, ongoing

efforts to observe single protein molecules are underway

(Ekeberg et al., 2022), driven by the continuous increase in

brightness and repetition rate of European XFEL or LCLS-II

sources (Decking et al., 2020; Sobolev et al., 2020), as well as

advancements in detector technology and efficient sample

delivery methods. It is anticipated that our proposed method

will enable experimental achievement of high-resolution 3D

reconstructions from individual protein particles of moderate

sizes.

2. Methods

2.1. Orientation determination

The classical CM algorithm (Tegze & Bortel, 2012) was

employed for orientation determination of each diffraction

pattern in this study. Traditionally, the CM algorithm is initi-

ated with a random 3D intensity distribution, necessitating

many more iterations to reach convergence and sometimes

even leading to failure. Taking advantage of the predicted

structures, it is possible to push the initial trial solution close to

the global minimum and consequently circumvent the above

challenges. The proposed orientation determination workflow

is illustrated in Fig. 1(a) and the detailed steps are elaborated

as follows.

(i) Preprocessing the diffraction patterns. The diffraction

pattern must be preprocessed before determining its orienta-

tion. First, in order to enhance the SNR and further improve

computational efficiency, each diffraction pattern is binned by

a factor of 2. Of note, the binning operation means taking 2 �

2 adjacent pixels and summing of their values into a new value.

Second, the binned diffraction pattern should be projected

onto the Ewald sphere in reciprocal space (abbreviated to

experimental Fourier slice) according to the diffraction

geometry relationship. Third, the experimental Fourier slice is

embedded into a 3D Fourier volume whose sampling interval

and dimension are determined by the maximum scattering

vector, detector size and binning factor. Since the 3D coor-

dinates of the Fourier slice can hardly coincide with the

uniform 3D grid of the reference volume, 3D linear inter-

polations are applied for such coordinate transformation.

(ii) Generation of 3D reference Fourier volume from the

predicted model. First, the predicted model is centered and

transformed into an electron-density map by broadening and

superposing each model atom at a spacing of 1 Å. Note that

the atomic electron distribution is subject to a 3D Gaussian

function with a default standard deviation of 1 Å, similar to

the strategy adopted by the Sfall program within the CCP4

software suite. Subsequently, the map is low-pass filtered and

converted to a regularly sampled 3D Fourier volume whose

sampling interval and dimensions must be consistent with

those of the experimental Fourier slice in reciprocal space. The

calculated 3D Fourier volume with both amplitude and phase

information then serves as the reference for guiding both

orientation determination and phase recovery procedures.

(iii) Finding the best orientation for each diffraction

pattern. Given the reference Fourier volume, the orientation

of each diffraction pattern can be determined by seeking its

maximum correlation with all possible Fourier slices extracted

from the reference Fourier volume. To this end, how to sample

the whole orientation space becomes of critical significance for

balancing the contradiction between orientation accuracy and

computational efficiency. In our algorithm, the orientation of

each possible Fourier slice is defined by three Euler angles: �,

� and �, each of which rotates the object under the kinematic

coordinate system [Fig. 1(b)]. In order to span the whole

orientation space, the scope of each Euler angle should be

defined to 2�, �, 2�, respectively. Additionally, to ensure a

uniform sampling across the 3D orientation space, the angular

interval for � and � must satisfy the following relationship

(Powell, 1999):

�� ¼ ��= sin �; ð1Þ

where �� and �� indicate the equidistant angular step of �

and �, respectively. In this study, �� is set to 0.1 radians by

default. As shown in Fig. 1(b), the first two Euler angles � and

� will align the normal axis of the Fourier slice with the inci-

dent X-ray direction, whereas the third Euler angle � in

essence solely accounts for a self-rotation around the

incoming beam. However, if the object is rotated about the

axis of the primary beam, the diffraction pattern will not alter

except for an in-plane rotation. Therefore, the angle � will be

treated differently from the other two angles. And the 3D

orientation space can be divided into the 2D subspace,

defining the normal axis of the Fourier slice and the 1D

subspace encoding the self-rotation around this normal axis.

As a result, it is feasible to only exhaustively search in the

direction of the normal axis of the Fourier slice (angles � and

�) and the in-plane rotation (angle �) around the normal axis

can be quickly determined based on the cross-correlation

theorem.

After assigning the rotational operations subtending the

whole orientation space, all possible Fourier slices excluding

the self-rotated ones are subsequently extracted from the

reference volume with the same sampling interval and

dimension as the experimental Fourier slice. The similarity of

any extracted Fourier slice with a specified experimental

diffraction pattern can be mathematically expressed in the

form of Pearson correlation. Obviously, the orientation with

the maximum similarity score will be assigned to the diffrac-

tion pattern. To make use of the cross-correlation theorem for

calculating the Pearson correlation between Fourier slices and

the diffraction pattern, both defined on a Cartesian grid

should be converted to a series of concentric circles defined on

a polar grid, expressed as IR(r, �). Here the subscript R

represents the rotation of the normal axis defined by two

Euler angles � and �, the parameter r denotes the radial radius

and the parameter � indicates the azimuthal angle. To further

make the computation as effective as possible, each Fourier

slice IR(r, �) is normalized independently for each resolution
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circle given by ri to avoid domination of the high-intensity,

low-resolution region. The normalization is performed

according to the following criterion:
X

j

IR ri; �j

� �
¼ 0 ;

X

j

I2
R ri; �j

� �
¼ 1; 8ri : ð2Þ

Given a self-rotation angle �, the Pearson correlation of a

specific diffraction pattern with an extracted Fourier slice can

be expressed as

Cðn;R; �Þ ¼
1

Nr

X

i

�
X

j

Mn ri; �j

� �
IR ri; �j þ �
� �� �

�

; ð3Þ

where Mn signifies the nth normalized diffraction pattern

defined on a polar grid, IR denotes an extracted Fourier slice

from the reference volume by a combined rotation of R and �,

and Nr indicates the number of resolution circles which are

summed to yield the Pearson correlation. Generally, the very

low-resolution data are intense enough to easily overweigh the

Pearson correlation while the very high-resolution data

exhibit a sufficiently poor SNR, both of which could deterio-

rate the accuracy of orientation. As a result, both regions

should be excluded from the outer summation in equation (3).

The upper and lower limits of resolution circles are depicted in

Fig. 1(c), which can be dynamically adjusted based on the
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Figure 1
(a) Flowchart of the orientation determination algorithm as well as the 3D phase recovery algorithm. The orientation determination algorithm begins
with a roughly accurate predicted model, which provides an initial reference Fourier volume. The volume will be iteratively improved with updated
orientation information. The above procedure will be performed multiple times until convergence is reached. The predicted model also provides an
initial set of phases instead of random ones for the conventional phase retrieval algorithm, which iterates back and forth in dual-space to recover the final
electron-density map. (b) Definition of rotation, with three Euler angles �, � and � under a kinematic coordinate system. More specifically, the first angle
� indicates rotation around the blue z axis, which also brings the blue x axis to the green N axis. The second angle � indicates rotation around the green N
axis, which further brings the blue z axis to the red Z axis. The third angle � indicates the rotation around the red Z axis. If we imagine that the circle
represents a 2D Fourier slice before and after 3D rotation, then the Z axis becomes its normal axis. Of note, the incident X-ray is in the red Z axis
direction. (c) Example of the simulated diffraction pattern in this study, and the upper and lower limits of the resolution circles for calculating Pearson
correlation are also shown.



specified pattern. To increase efficiency, the fast Fourier

transform (FFT) algorithm is applied to calculate equation (3)

for all self-rotation angles (�) at once according to the cross-

correlation theorem as follows:

C n;R; �bestð Þ ¼ max
1

Nr

P
i F

� 1 F Mn ri; hð Þ
� �

F� IR ri; hð Þ
� �� �� �

� �

;

ð4Þ

where �best defines the self-rotation angle � where the Pearson

correlation is at a maximum given the rotation R, h is a vector

of azimuthal angles with a range of 2�, the operator F means

1D FFT about vector h, F� means the conjugate of 1D FFT

and F� 1 is the inverse 1D FFT.

For each possible rotation R, the maximum Pearson

correlation is calculated through equation (4). And the best

Euler angles for a specified diffraction pattern are obtained as

follows:

C n; �best; �best; �bestð Þ ¼ max C n;R; cbest

� �� �
; ð5Þ

where �best, �best, �best define the Euler angles where the

Pearson correlation is at a maximum; R is a vector of all

possible rotations about the normal axis of the Fourier slice;

and cbest is a vector of best self-rotation angle corresponding

to each element of R.

(iv) Merging each diffraction pattern into an updated

Fourier volume with the Euler angles assigned as described

above. On finding the best Euler angles for all diffraction

patterns, an updated Fourier volume will be generated by

accumulating every diffraction pattern into the same 3D

volume according to the best Euler angles.

(v) Iterate between step (iii) and step (iv) until convergence

is achieved or a predefined number of iterations is reached.

Thereafter, the converged Fourier volume will be refined by

decreasing the sampling interval �� of the Euler angle to

0.02 radians.

To accelerate the above calculation, MPI based parallelism

is performed by dividing the whole orientation space into

different parts and allocating different jobs of orientation

determination to multiple computer cores.

2.2. 3D phase recovery

Prior to phasing the oversampled Fourier volume, the 3D

amplitudes must be derived by directly taking the square root

of the intensity volume. In order to compensate for the missing

low-resolution data, a cubic box roughly encapsulating the

protein molecule is deduced based on the size of the target

protein and diffraction resolution. Afterwards, a hybrid HIO

and ER (Fienup, 1982) algorithm coupled with the above-

defined box as real-space support is employed for recovering

phase information pertaining to the 3D amplitudes. For

comparison, the phase retrieval algorithm is initiated with

random phases and calculated phases from the predicted

model. Note that the calculated 3D phases must be mapped

accurately onto the Fourier volume at a voxel level so that an

accurate initial electron-density map is guaranteed. For a

monomeric structure, this is not a problem since the orienta-

tion of the Fourier volume is uniquely determined by the

reference predicted model and the phases are directly calcu-

lated from the same predicted model. However, in cases where

we only use part of the predicted model to generate the

reference volume for a multimeric or multi-domain structure,

the final converged Fourier volume can deviate significantly

from the reference volume and the calculated phases from

predicted model may no longer match the Fourier volume.

The detailed HIO-ER algorithm is described as follows. In

combination of the initial phase set with the 3D amplitudes, a

reciprocal-space complex array is obtained. By applying

inverse FFT to the complex array, a real-space complex array

is created. The real part of the real-space array corresponds to

the electron-density map and the imaginary part is directly set

to zero. The electron density outside the above-defined

support and the negative electron density inside the support

are slowly pushed to zero. By applying FFT to the modified

real-space array, an updated reciprocal-space array is gener-

ated. The modulus of the updated reciprocal-space array is

replaced with the 3D amplitudes, whereas the phases and the

missing low-resolution data are kept unchanged. This process

creates a new reciprocal-space array, which is used for the next

iteration. On convergence, the electron-density map within

the support is extracted and converted to a reciprocal-space

array by FFT, which is further padded with zeros. As a result, a

much more finely sampled electron-density map with a spacing

of 1 Å can be obtained by inverse FFT of the zero-padded

array. Eventually, the real structure is docked into the elec-

tron-density map by rigid-body fitting in Chimera (Pettersen et

al., 2004).

2.3. Simulation of diffraction patterns

We tested the above algorithms using simulated diffraction

patterns of several biomolecules under different conditions. In

theory, each diffraction pattern corresponds to a central

spherical cap resulting from the Ewald sphere that intersects

the intensity volume in reciprocal space. Specifically, the

position of each pixel on the detector plane can be repre-

sented by a scattering vector q in reciprocal space and its

intensity was calculated pixel by pixel based on the following

formula

IðqÞ ¼ Jr2
e FðqÞ
�
�

�
�2�; ð6Þ

where J is the incident X-ray photon fluence, re is the classical

electron radius, � is the solid angle subtended by the corre-

sponding pixel on the detector and F(q) denotes the structure

factor of the protein molecule. The structure factor can be

calculated by performing a Fourier transform of the electron-

density distribution inside the molecule according to far-field

diffraction theory. Of note, in order to avoid interpolation

errors induced by the transformation from a regular 3D

Cartesian grid to a curved Ewald sphere, non-uniform fast

Fourier transform (NUFFT) (Geng et al., 2021; Fessler &

Sutton, 2003) was especially adopted to yield accurate struc-

ture factors from electron-density maps without markedly

compromising computational efficiency. The orientation of
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each diffraction pattern was determined by rotating the Ewald

sphere in reciprocal space according to three randomly

generated Euler angles where the third angle indicates in-

plane rotation along the incident X-ray direction. In order to

mimic real-world situations, Poisson noise was further added

to each diffraction pattern and a number of intensities at the

center of the diffraction patterns were also removed with

different sizes to simulate the effect of beam stop that blocks

the direct X-ray beam.

For simulation purposes, there are several critical para-

meters that need to be carefully examined in order to comply

with the experimental setup as closely as possible, such as

XFEL wavelength, incident pulse fluences, sample-to-detector

distance and detector size. As a result, the specific simulation

parameters used in this study are listed in Table 1. Note that in

order to evaluate the influence of varying pulse fluences as

well as the number of diffraction patterns on our reconstruc-

tion algorithm, different combinations of simulation para-

meters are used for comparison.

2.4. Test data

In order to simulate a single-molecule diffraction experi-

ment, two protein structures with the PDB entries 6zfp

(Chaplin et al., 2021) and 7jpd (Ghafoori et al., 2023) were

selected for testing. Test protein 6zfp is a very large monomer,

comprising a total of 3704 residues with a molecular weight of

472.06 kDa; it is a DNA-dependent protein kinase catalytic

subunit (DNA-PKcs), which is a key protein involved in the

DNA repair process. The corresponding predicted model was

obtained directly from the AlphaFold2 database (https://

alphafold.com/). Note that the complete sequence was divided

into 15 short peptide chains of lengths of 1400, with a repe-

titive sequence of length 1000 between adjacent peptide

chains. Therefore, we docked all the peptide chains into a

single complete model based on the repetitive segment. The

final model is illustrated in Fig. 2(a). A visual comparison

reveals that the predicted model shares a rough structural

similarity with the actual model. However, notable discre-

pancies appear in terms of the specific structural details, thus

resulting in a considerably high root mean square deviation of

9.425 Å.

AlphaFold2 generally performs worse when predicting

protein complexes consisting of many chains. To this end, the

protein 7jpd, which is made up of 12 chains in the form of two

identical trimers, was further chosen as a test case. Protein

7jpd is a full-length mature hemagglutinin from influenza A

virus. Hemagglutinin is a surface glycoprotein of the influenza

virus that mediates the entry of the virus into host cells by

binding to sialic acid receptors and is a primary target for

antibody responses and vaccine development. The predicted

model of 7jpd was predicted on a local workstation with the

input sequence of all 12 chains. As shown in Fig. 2(b), the

predicted complex model deviated significantly from the true

structure in terms of the relative position and orientation of

the two trimers. Irrespective of such noticeable conforma-
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Table 1
Parameters used in the simulation of diffraction patterns.

PDB entry 6zfp PDB entry 7jpd

No. of amino acid residues 3704 2895

Molecular weight (kDa) 472.06 357.22
XFEL wavelength (Å) 1 1
No. of photons per pulse 1 � 1011 – 2 � 1012 1 � 1012

Beam focus size (mm) 0.1 0.1
Detector size (pixels) 512 � 512 512 � 512
Pixel size (mm) 300 300
Beam stop size (pixels) 0 � 0–36 � 36 12 � 12

Sample-to-detector distance (m) 0.5 1
Limit resolution at the edge

of the pattern (Å)
6.6 13.1

No. of patterns 250–20000 20000

Figure 2
Structural comparison between the predicted model and the real protein model. (a) Real and predicted models of test protein 6zfp. Their corresponding
Fourier volumes are also displayed for comparison. (b) Real and predicted models of test protein 7jpd viewed from two directions. The top row shows the
side view of the models, and the bottom row shows the top view of the models. (c) Real and predicted single trimer models of test protein 7jpd. The
yellow one represents the real model, and the blue one represents the predicted model.
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tional difference, each predicted single trimer coincided well

with the real trimer, as shown in Fig. 2(c).

2.5. Quality evaluation of the 3D reconstruction

In order to quantitatively measure the quality of the 3D

reconstruction, multiple metrics were adopted in this study.

CC shell: the correlation coefficients between the calculated

3D Fourier volume and the real volume at various resolution

shells, is typically used to evaluate the resolution of the

reconstructed Fourier volume. CCmean: the mean value of C

(n, �best, �best, �best) for all diffraction patterns at each itera-

tion in the CM algorithm [see equation (5)], is used to monitor

the convergence of the algorithm. CC map: the distribution of

C (n, R, cbest) for a specified pattern across the entire orien-

tation space{�, �} [see equation (4)], in which the degree of

concentration reveals the level of fidelity of the CM algorithm.

Angular deviation: the deviation between the calculated

orientation and the real orientation for each diffraction

pattern. Fourier shell correlation (FSC): the Fourier correla-

tion coefficients between the recovered and the real electron-

density maps as a function of resolution shell, which are used

to evaluate the resolution of the recovered electron-density

map arising from phase retrieval algorithm.

2.6. Computational environment

The algorithm was primarily implemented in C, utilizing

MPI and OpenMP for parallelization to enhance computa-

tional efficiency. Python was employed for the analysis of the

algorithm output. The computations were performed on a

computer equipped with an Intel Core i7-12700 processor,

comprising 12 cores and 20 threads. All computations were

carried out on the CPU, without employing GPU resources. A

single iteration of the orientation determination algorithm on

20 000 diffraction patterns took about 243 s. A single iteration

of the phase retrieval algorithm was completed in approxi-

mately 1.9 s.

3. Results

3.1. Simulation validation of the predicted model-aided

reconstruction method

To better understand the performance of the predicted

model (PM)-aided reconstruction method, a total of 20 000

simulated diffraction patterns, with a photon count of 1� 1012

per pulse, from the test protein 6zfp to assess the influence of

the predicted model on the reconstruction process. In addi-

tion, the traditional reconstruction method starting from a

randomly generated reference Fourier volume was also

carried out for comparison (hereafter referred to as the

random method).

It can be observed that the reference Fourier volume

yielded from the predicted model roughly resembles the

overall profile of the actual Fourier volume, whereas the

randomly generated Fourier volume appears as an amorphous

sphere with no discernible features [Fig. 3(a)]. Expectedly, as

the iterations progress, both reference Fourier volumes were

able to converge to the final correct solution. However, the

random method requires 15 iterations to reach full conver-

gence while only three iterations are needed for the the PM-

aided method, demonstrating that the PM-aided method could

significantly accelerate the reconstruction procedure. To

evaluate the resolution of each reconstructed Fourier volume,

we employed CC shell to measure their similarities to the

accurate Fourier volume at each resolution shell [Fig. 3(b)]. It

can be clearly seen that both of them could achieve the same

resolution of �10 Å. To quantitatively characterize the

gradual improvement over the reconstruction process, CCmean

was calculated at each iteration for both methods. As shown in

Fig. 3(c), both methods start at a relatively low value with a

somewhat higher value for the PM-aided method, which is

gradually increased to the same plateau within 53 iterations. It

is likely that the PM-aided reconstruction rapidly converges

with only 3 iterations, in sharp contrast to the random method

requiring at least 15 iterations. Note that the slight increase at

the last three iterations can be attributed to the refinement

using finer sampling intervals. To further visualize the distri-

bution of CC across the whole orientation space, we also

plotted the CC map for a specified diffraction pattern at

different cycles of iterations [Fig. 3(d)]. Clearly, for the

random method, the initial map is filled with many spurious

peaks, which gradually evolve into two major peaks at the 7th

iteration and are ultimately consolidated into a single promi-

nent peak at the 15th iteration. On the contrary, the initial

map from the PM-aided method becomes considerably

cleaner with fewer false peaks and only two rounds of itera-

tions could distinguish the correct peak. Observations of the

trajectory of the maximum values in the CC map after each

iteration reveal that the changes in the optimal orientation are

minimal in the PM-aided method (Video S1 of the supporting

information). In contrast, the optimal orientation in the

random method underwent significant changes before arriving

at the correct result (Video S2 of the supporting information).

Moreover, the angular deviations for all diffraction patterns

were calculated at each iteration to gain a better under-

standing about the accuracy of orientation determination [Fig.

3(e)]. For the first cycle of iteration, the angular deviations are

distributed uniformly in a 60� range for the random method

while biased towards 0� with a peak value at approximately 6�

for the PM-aided method, indicating the importance of prior

information for orientation determination. After three

iterations, a relatively small peak around 8� suddenly

emerges for the random method and the distribution for

the PM-aided method becomes significantly narrow with a

peak value at 3�, suggesting remarkable improvement for

both methods. More iterations would have a negligible

effect on the distribution of the PM-aided method, indi-

cative of the convergence of orientation determination.

However, the distribution for the random method is

gradually driven up to 15 iterations. Benefiting from further

refinement using a finer sampling interval, both distribu-

tions would simultaneously deflect toward a slightly lower

angular deviation of 2�.
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After orientation determination, the resulting 3D Fourier

volume reconstructed with the PM-aided method was subse-

quently phased to generate the final electron-density map. The

initial phase information either came from the predicted

model or was directly set to random values. When employing

random initial phases, the process involved 1000 iterations of

the HIO algorithm, followed by 100 iterations of the ER

algorithm. In contrast, when using predicted initial phases,

only 1100 iterations of the ER algorithm were required. This

distinction arises because the HIO algorithm, characterized by

its exploratory nature, can broadly search for accurate results

when initial values are imprecise. However, when initial values

are close to the accurate result, the algorithm may inad-

vertently leap to incorrect regions, leading to erroneous

outcomes. Tables S1–S3 of the supporting information include

a detailed comparison of the two strategies under various

conditions.

The evolution of the recovered electron-density map is

comparatively depicted in Fig. 4(a). It can be observed that the

initial map using prior phase information closely resembles

the predicted model and is gradually developed into the actual

structure within 60 cycles of iterations. In contrast, the elec-

tron-density map derived from random phases is initially

chaotic, thus necessitating a substantially large amount of

iterations to converge into the correct structure. Both recov-

ered electron-density maps are of sufficiently high quality to

accommodate the actual structure and the backbones can be

accurately traced after rigid-body fitting. The FSC was calcu-
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Figure 3
Comparison of the results from the PM-aided method and the random method in terms of orientation determination. Tests were conducted using the
protein 6zfp. (a) 3D Fourier volumes at different iterations reconstructed by the PM-aided (blue) and random method (magenta). Note that the contour
level is made identical for all volumes. (b) Plots of correlation coefficients between the real Fourier volume and the reconstructed Fourier volumes at
various resolution shells for the PM-aided method (blue) and the random method (magenta). Note that the dotted line indicates the resolution of the
reconstructed 3D Fourier volume, where the CC shell drops to 0.5. (c) Average of the maximum correlation coefficient between the calculated and
experimental diffraction patterns (CCmean) as a function of iteration number for the PM-aided (blue) and random method (magenta). (d) CC map for a
randomly selected diffraction pattern plotted in the elevation-azimuth plane at different iterations. The azimuth angle � is along the latitude direction
while the elevation angle � is along the longitude direction. The upper row is calculated from the PM-aided method and the lower row is from the
random method. The color scale is also shown. (e) Distribution of angular deviations at different iterations for the PM-aided method (blue) and the
random method (magenta). Note that the units for angular deviation are given in degrees.
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lated between the final recovered electron-density map and

the real density map, with the results displayed in Fig. 4(b).

Typically, a correlation coefficient threshold of 0.5 is used as a

criterion for determining the resolution (Rosenthal &

Henderson, 2003). According to this criterion, the resolution

of the recovered map using prior phases (blue) is �8.7 Å,

which is remarkably higher than the random phase (magenta)

resolution of �12 Å. Furthermore, we performed phase

retrieval using ten different sets of random initial phases, of

which five were successful. Aligning and averaging the five

successful recovered electron-density maps helped to average

out noise and enhance the quality of the density map. The FSC

of the averaged electron-density maps (yellow) indicates a

resolution of �11 Å, which is slightly higher than that of a

single map derived from random phases, but still much lower

than the resolution obtained from the prior phase. Although

using a greater number of random initial phases to obtain

more density maps for averaging could further improve

resolution, it would come at the cost of greatly increased

computational time.

In real experiments, since the true electron-density map of

the sample molecule is unknown, the resolution of the

reconstructed electron densities is commonly assessed using

half the FSC and phase retrieval transfer function (PRTF)

(Latychevskaia, 2018; Shapiro et al., 2005). To calculate the

half FSC, we divided 20 000 diffraction patterns randomly into

two sets of 10 000 patterns each and conducted orientation

determination and phase retrieval separately for each set. The

half FSC was then calculated using the two recovered elec-

tron-density maps, as shown in Fig. 4(c). Note that an FSC

value of 0.5, calculated from the reconstructed density of the

full dataset with the true density is equivalent to a half FSC of

0.143 (Rosenthal & Henderson, 2003). Based on the threshold

of 0.143, the half FSC gives a resolution of�7.6 Å for the prior

phases, also much higher than the �12 Å for random phases.

For random initial phases, the phase retrieval transfer function

was also calculated using electron densities from five different

initial phases, as shown in Fig. 4(d). The resolution threshold

in the PRTF is typically defined as e� 1 (Chapman et al.,

2006b), yielding a resolution of �12 Å.
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Figure 4
Comparison results of the phase retrieval using prior initial phases and random initial phases. Tests were conducted using the protein 6zfp. (a) Evolution
of the electron-density maps at different iterations during the phase retrieval process. In the upper row, the initial map is calculated with phases of the
predicted model. In the lower row, the initial map is calculated with random phases. The real protein structure is well docked into each recovered
electron-density map. (b) FSC curve calculated by recover density and real density maps. The magenta and blue lines represent the recover density from
the random initial phases and prior initial phases, respectively. The yellow line represents an average density of five recover densities from five
independent random phases. The dotted line indicates the resolution of the reconstructed 3D electron-density map, where FSC drops to 0.5. (c) Half FSC
curve. The dataset was randomly split into two sets of equal size. Orientation determination and phase retrieval were performed independently on each
set. An FSC was then calculated based on the two resulting density maps. The magenta and blue lines represent recover density from random initial
phases and prior initial phases, respectively. Note that the commonly used threshold in half FSC is 1.4. (d) Phase-retrieval transfer function from five
successful recovered density maps from different random initial phases. The resolution is estimated by applying a threshold to the PRTF at e� 1.



Taken together, the introduction of a prior predicted model

into the field of XFEL SPI markedly leverages the global

convergence properties of both orientation determination and

phase retrieval, substantially reducing the required number of

iterations for convergence while simultaneously achieving a

notably higher resolution in the recovered electron-density

map.

3.2. Influence of different pulse fluences on orientation

determination and phase retrieval

One of the major bottlenecks in achieving high-resolution

3D reconstruction in SPI is due to the intrinsically low SNR of

the diffraction patterns. Different pulse fluences lead to

varying SNRs in the diffraction patterns, which will signifi-

cantly impact the accuracy of orientation determination and

the success rate of phase retrieval. In this section, we further

evaluated the influence of pulse fluences on orientation

determination and phase retrieval. The beam spot was set as a

circle with a diameter of 0.1 mm, with the number of photons

per pulse varying from 2 � 1012 to 1 � 1011. Fig. 5(a) displays

diffraction patterns obtained at varying pulse fluences.

After applying the same reconstruction method to each set

of diffraction patterns, the recovered 3D Fourier volumes for

both the PM-aided method and the random method are

comparatively shown in Fig. 5(b). When the pulse photon

number is higher than 1� 1012, both methods perform equally

well, as shown by the visually identical Fourier volumes.

However, the Fourier volumes deteriorated to diverse degrees

for both methods at a pulse photon number below 1 � 1012.

For the random method, the Fourier volume deviates signifi-

cantly from the reference volume even at a pulse photon

number of 5 � 1011. For the PM-aided method, the surface of

the Fourier volume becomes somewhat coarser, while main-

taining the correct morphology until the pulse photon number

drops below 2 � 1011, indicating that the PM-aided method is

more robust to low signal limit. The Fourier volume eventually

collapses at a pulse photon number below 1 � 1011. This can

be explained by the fact that the added noises at such low

signal limit could not be smeared out using the given number

of patterns, thus resulting in a worse Fourier volume which in

turn decreases the accuracy of orientation determination. A

similar conclusion can be drawn in terms of the CC shell [Fig.

5(c)] and the distribution of angular deviations [Fig. 5(d)].

When the pulse photon number is higher than 1 � 1012, both

methods bring about the same results where higher pulse

fluences could lead to more accurate orientations and achieve

better resolution (�8.3 Å for 2 � 1012 and �9.7 Å for 1 �

1012). However, when the pulse photon number falls below 1

� 1012, the CC shell of the PM-aided method demonstrates a

significantly higher resolution (�22 Å for 5 � 1011 and �25 Å

for 2 � 1011) compared with its random counterpart (�30 Å

for 5 � 1011 and �29 Å for 2 � 1011), as shown in Fig. 5(c).

Likewise, it can also be observed that the angular deviations

for the PM-aided method are always subject to a skewed

distribution with the peak value at �5� until the pulse photon

number decreases to 1 � 1011 [Fig. 5(d)]. In contrast, the

angular deviations for the random method are completely

erroneous when the pulse photon number is lower than 1 �

1012, in line with the above observations.

Afterwards, the 3D Fourier volumes reconstructed with the

PM-aided method at different pulse fluences were further

phased using prior phases and random phases for comparison.

In order to ensure a convincing result, we repeated the phase

retrieval algorithm with different sets of random phases ten

times and summarized the corresponding success rates. The

test results are presented in Table 2, and the best recovered

electron-density maps are depicted in Fig. 5(e). As expected,

when the pulse photon number is higher than 1 � 1012, the

Fourier volumes could be successfully phased with either

phase set or the protein structure can be well docked into each

recovered density map. However, when the pulse photon

number declines to 5 � 1011, only the Fourier volume

combined with prior phase information could be successfully

phased while further reducing the pulse fluences will lead to

utter failures. In parallel, the FSC curves also illustrate that

the electron-density maps derived from prior phase informa-

tion concurrently exhibit significantly higher resolutions than

the corresponding maps recovered using initial random

phases, as illustrated in Fig. 5( f). The resolutions of the

electron-density maps are as follows: at a pulse photon

number of 2 � 1012, the resolution is �7.5 Å for the prior

phase and �11 Å for the random phase; at a pulse photon

number of 1 � 1012, the resolution is �8.7 Å for the prior

phase and �12 Å for the random phase. We also calculated

the half FSC of the recovered electron-density map at

different pulse fluences, yielding similar results, as shown in

Fig. S1. This demonstrates that the use of prior phase infor-

mation from the predicted model holds the promise of

achieving better performance in structural determination,

particularly at low signal levels.

3.3. Influence of different numbers of diffraction patterns on

orientation determination and phase retrieval

The quality of 3D reconstruction depends heavily on the

number of diffraction patterns, which has a tremendous

impact on the convergence property of orientation determi-

nation. Increasing the number of diffraction patterns will
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Table 2
Success rates of iterative phasing using prior phases and random phases
under different pulse fluences.

The success of phase recovery is determined by visual inspection of the
reconstructed electron-density maps, as well as by calculating the overall
correlation coefficient between the reconstructed and the true electron-

density maps. The overall correlation coefficient under different pulse fluences
is shown in Fig. S4.

No. of
photons per
pulse

Beam focus
size (mm)

No. of photons
per pattern
(avearge)

Prior
phases

Random
phases

2 � 1012 0.1 4400 1/1 5/10
1 � 1012 0.1 2400 1/1 5/10
5 � 1011 0.1 1100 1/1 0/10
2 � 1011 0.1 400 0/1 0/10
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Figure 5
Influence of different pulse fluences on the orientation determination and phase retrieval. Tests were conducted using the protein 6zfp. (a) Diffraction
pattern under different pulse fluences. The first line represents the full-size diffraction pattern (512 � 512), while the second line displays a cropped
section of the center of the diffraction pattern (100 � 100). (b) Comparison of 3D Fourier volumes reconstructed by the PM-aided (blue) and random
(magenta) methods at different pulse fluences. All volumes are rendered at the same contour level. (c) Comparison of both methods at different pulse
fluences in terms of the CC shell. Solid lines represent the PM-aided method and dotted lines represent the random method. The horizontal line indicates
the resolution of each reconstructed Fourier volume, where the CC shell is 0.5. (d) Comparison of the distribution of angular deviations at different pulse
fluences for the PM-aided method (blue) and the random method (magenta). The units for angular deviations are given in degrees. (e) Comparison of
electron-density maps after iterative phasing of the Fourier volumes reconstructed by the PM-aided method at different pulse fluences. In the upper row,
the initial map is calculated with phases of the predicted model. In the lower row, the initial map is calculated with random phases. ( f ) Comparison of the
FSCs of the recovered electron-density maps using prior phases (solid lines) and random phases (dotted lines) at various pulse fluences, plotted against
the length of the scattering vector. The horizontal line indicates the resolution of the recovered 3D electron-density map, where FSC drops to 0.5.



decrease the noise in the assembled diffraction volume and

vice versa. To this end, the influence of the number of

diffraction patterns on orientation determination and phase

retrieval was numerically studied using 20 000, 10 000, 5000,

1000 and 500 diffraction patterns, all simulated at the same

pulse photon number of 1 � 1012.

A comparison of each reconstructed Fourier volume

generated from either the PM-aided method or the random

method using different numbers of diffraction patterns is

shown in Fig. 6(a). Obviously, as the pattern number declines,

the Fourier volume from the PM-aided method becomes

progressively worse with gradually degraded surface conti-

nuity or smoothness. This is because it becomes harder to

average out noises or fill the complete reciprocal-space

volume with fewer patterns, leading to artifacts in orientation

determination. Nevertheless, the overall profile of the recon-

structed volume remains generally unchanged even if the

number is reduced to 500. Conversely, the Fourier volume

from the random method deforms significantly as the number

declines to 10 000 or less, possibly due to the relatively high

noise levels in the patterns. The above observation is further

quantified via a comparison of the CC shell for both methods

[Fig. 6(b)]. There is no appreciable difference of CC shell

between the two methods when the pattern number is beyond

20 000, whereas the largest gap occurs when the number of

patterns halves. This gap always exists but becomes smaller as
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Figure 6
Influence of different numbers of diffraction patterns on the orientation determination and phase retrieval. Tests were conducted using the protein 6zfp.
(a) Comparison of 3D Fourier volumes reconstructed by the PM-aided (blue) and random (magenta) methods using different numbers of diffraction
patterns. All volumes are rendered at the same contour level. (b) Comparison of both methods using different numbers of patterns in terms of the CC
shell. Solid lines represent the PM-aided method and dotted lines represent the random method. The horizontal line indicates the resolution of each
reconstructed Fourier volume, where the CC shell is 0.5. (c) Comparison of the distribution of angular deviations using different numbers of diffraction
patterns for the PM-aided method (blue) and the random method (magenta). The units for angular deviations are given in degrees. (d) Comparison of
electron-density maps after iterative phasing of the Fourier volumes reconstructed by the PM-aided method under different numbers of patterns. In the
upper row, the initial map is calculated with phases of the predicted model. In the lower row, the initial map is calculated with random phases. (e)
Comparison of FSCs of the recovered electron-density maps using prior phases (solid lines) and random phases (dotted lines) under various numbers of
patterns, plotted against the length of scattering vector. The horizontal line indicates the resolution of the recovered 3D electron-density map, where FSC
drops to 0.5.



the number of patterns continues to decrease. The distribution

of angular error is also compared in order to evaluate the

accuracy of the orientation determination [Fig. 6(c)]. As can

be seen, the majority of angular deviations for the PM-aided

method are less than 10� under different conditions, gradually

broadening as the number of patterns decreases. In contrast,

the distribution of the random method only matches well with

that of the PM-aided method when the number of patterns is

greater than 20 000 but immediately flattens as the number

declines to 10 000 or less.

As usual, the 3D Fourier volumes reconstructed with the

PM-aided method under different conditions were further

phased using prior phase information and random phases,

respectively. As shown in Table 3, iterative phasing combined

with prior phase information could successfully recover the

correct electron-density map even when the number is

reduced to 1000, whereas 10 000 patterns are needed to

achieve convergence for the random phases with only 20%

success rate. The recovered electron-density maps are

comparatively shown in Fig. 6(d) and the resolution is eval-

uated based on the FSC shell [Fig. 6(e)]. Likewise, when the

number of patterns exceeds 1000, all recovered electron-

density maps starting from prior phase information can wrap

around the protein structure tightly. Note that the recovered

density map gradually loses some fine details as the number of

patterns decreases, as showed by the significant reduction in

resolution (from�8.5 Å for 20 000 patterns to�14 Å for 1000

patterns). On the contrary, only using at least 10 000 patterns

can the protein structure be accurately docked into the

recovered density maps derived from random phases at a

resolution of �14 Å. We also calculated the half FSC of the

recovered electron-density map using different numbers of

diffraction patterns, yielding similar results, as shown in Fig.

S2.

3.4. The effect of missing central data on phase retrieval

As mentioned above, the absence of low-resolution data

poses a fundamental challenge to the success of phase

retrieval. To assess the effect of missing low-resolution data on

phase retrieval, we firstly simulated 20 000 diffraction patterns

at a pulse photon number of 1 � 1012 without missing central

data, followed by PM-aided orientation determination to

generate a 3D Fourier volume. Subsequently, we manually

removed the central data with various sizes from the recon-

structed Fourier volume to simulate the presence of a beam

stop. Of note, the size of the 3D volume is 512 � 512 � 512,

and a beam stop size of 4 pixels indicates that the central 4� 4

� 4 pixels in the 3D volume would be set to zero. For clarity,

the maximum resolution corresponding to each size of beam

stop is also listed in Table 4. Fig. 7(a) displays a visual

comparison of central sections extracted from the 3D Fourier

volume at different sizes of beam stop.

Routinely, iterative phasing of each volume in conjunction

with either initial prior phases or initial random phases was

applied to generate the real-space maps. The success rate of

3D phase recovery for each case is shown in Table 4. Clearly,

the tolerable maximum resolution of the missing central data

for successful phase retrieval is 56 nm using initial random

phases, whereas the resolution limit is increased to 24 nm

using initial prior phases. Moreover, the success rate of 3D

phase recovery initiated with random phases is progressively

decreased as the simulated size of the beam stop increases.

The recovered electron-density maps are comparatively

shown in Fig. 7(c) and the corresponding FSC shells are

plotted in Fig. 7(b). In congruence with success rate, the ideal

protein structure can be accurately fitted to the recovered

maps initiated with prior phases until the resolution of the

missing data reaches 24 nm, whereas it reduces to 56 nm for

random phases. Above all, taking advantage of the prior phase

information provided by the predicted model, the iterative

phasing procedure can withstand significantly greater loss of

central diffraction data.

3.5. Applicability for multimeric structure

Despite its spectacular structural prediction performance,

structure prediction (e.g. AlphaFold2) is currently hampered

by its limited ability to accurately model how multiple protein

components assemble into functionally important integral

machinery. To validate the applicability of the PM-aided

method for multimeric structures, the test protein 7jpd

comprising two trimers was adopted to simulate 20 000

diffraction patterns for study (see Table 1).

Prior to orientation determination, we first examined

different initial Fourier volumes generated separately from

the predicted two-trimer model and the single-trimer model
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Table 3
Success rates of iterative phasing using prior phases and random phases
with different numbers of diffraction patterns.

The success of phase recovery is determined by visual inspection of the
reconstructed electron-density maps, as well as by calculating the overall
correlation coefficient between the reconstructed and the true electron-

density maps. The overall correlation coefficient using different number of
patterns is shown in Fig. S5.

No. of patterns Prior phases Random phases

20000 1/1 5/10
10000 1/1 2/10
5000 1/1 0/10
1000 1/1 0/10
500 0/1 0/10

Table 4
Success rates of iterative phasing using prior phases and random phases
under different sizes of beam stop.

The success of phase recovery is determined by visual inspection of the
reconstructed electron-density maps, as well as by calculating the overall
correlation coefficient between the reconstructed and true electron-density
maps. The overall correlation coefficient under different size of beam stop is

shown in Fig. S6.

Beam stop size (pixels) Resolution (nm) Prior phases Random phases

0 1 1/1 10/10
4 167 1/1 8/10

12 56 1/1 5/10
20 33 1/1 0/10
28 24 1/1 0/10
36 19 0/1 0/10



[Fig. 8(a)]. Obviously, both volumes significantly deviate from

the ideal Fourier volume, with one volume shaped like a

turbine (single-trimer model) and the other being fragile (two-

trimer model). Using either volume as an initial reference

volume for orientation determination could eventually give

rise to a seemingly accurate Fourier volume [Fig. 8(a)].

Surprisingly, the reconstructed volume resulting from the

single-trimer model bears a much closer resemblance to the

ideal volume than that from the two-trimer model. It is

supposed that the poorly assigned trimers relative to each

other may account for such difference. By contrast, the

randomly produced volume completely fails to converge into

the correct solution in part due to the relatively low signal

levels in the patterns. To further validate the above observa-

tions, some metrics such as angular deviation and CC shell are

also displayed for comparison [Figs. 8(b) and 8(c)]. Obviously,

most of angular deviations are less than 10� for the single-

trimer model, resulting in the highest resolution of the

reconstructed volume (�22 Å). The distribution of angular

errors quickly widens and extends to 15� for the two-trimer

model, leading to a remarkable decrease in resolution

(�33 Å). As expected, the worst case occurs for the random

volume where most angular deviations are distributed

uniformly within a range of 180�, indicating the failure of

orientation determination. Based on both successfully recon-

structed Fourier volumes, iterative phasing with prior phase

information from each predicted model was further carried

out. Strikingly, only the Fourier volume reconstructed from

the single-trimer model can be successfully phased [Fig. 8(d)].

It is assumed that the highly noisy Fourier volume recon-

structed from the two-trimer model might prevent the phase

recovery procedure. In summary, our results demonstrate that

the PM-aided method is also applicable to multimeric struc-

tures.

4. Discussion and conclusions

Our series of tests demonstrated that a predicted protein

structure can serve as a more effective starting point for

orientation determination and phase retrieval compared with

unpredictable random orientations and phases. This is

primarily evident in the following ways. (1) It significantly

accelerates the convergence of orientation determination and

phase retrieval algorithms. (2) It could be applicable in
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Figure 7
Effect of missing central data with different sizes on phase retrieval. Tests were conducted using the protein 6zfp. (a) Central slices of the reconstructed
3D Fourier volume with simulated beam stop of different sizes. The central white square represents the simulated beam stop. (b) Comparison of FSCs of
the recovered electron-density maps using prior phases (solid lines) and random phases (dotted lines) under different sizes of simulated beam stop,
plotted against the length of scattering vector. The horizontal line indicates the resolution of the recovered 3D electron-density map, where FSC drops to
0.5. (c) Comparison of electron-density maps after iterative phasing of the Fourier volumes with different sizes of missing central data. In the upper row,
the initial map is calculated with phases of the predicted model. In the lower row, the initial map is calculated with random phases.



situations with lower SNR and fewer diffraction patterns. (3)

It effectively assists in overcoming the impact of missing low-

resolution data on phase retrieval.

Furthermore, simulation experiments on multimers suggest

that utilizing partial predicted structures as templates can also

effectively assist in orientation determination. However, to

utilize partial predicted structures for calculating initial

phases, a ‘molecular replacement’ process is necessary. This

involves computing multiple copies of a partial structure and

positioning them to align the initial phases with the computed

amplitudes. Due to the differences between SPI and crystal-

lography, existing molecular replacement methods need to be

specifically adapted or a novel approach tailored for single-

molecule imaging should be developed.

Symmetry is frequently observed in multimer protein

molecules. Effectively utilizing the inherent symmetry in

protein molecules can significantly reduce the search space

during orientation determination. This implies that fewer

angles are required when sampling the orientation of 3D

Fourier intensities, with the addition of symmetry sufficing to

cover the entire 3D space. Each diffraction pattern only needs

to be compared with fewer 2D slices. This paper does not

utilize the conveniences afforded by symmetry. However,

future research should consider how to better utilize

symmetry to improve the computational efficiency of orien-

tation determination.

Note that the diffraction signal from single molecules is

significantly weaker than that from crystals. Therefore,

current XFEL-based SPI experiments are limited to high-

molecular-weight proteins and virus particles, which can

usually be resolved using cryo-electron microscopy. Addi-

tionally, the resolution of structures derived from XFEL

single-particle experiments remains considerably low. This

technique is still in the early stages of exploration and

feasibility verification and has yet to outperform cryo-EM

under current experimental conditions. However, as XFEL

sources continue to improve and pulse photon number

increases, it will become possible to achieve diffraction

imaging of smaller protein molecules with enhanced reso-

lution. At that time, the unique conditions of XFEL,

including imaging at ambient temperatures and pressures

and the use of femtosecond pulses, will then offer distinct
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Figure 8
Application of the PM-aided method for the multimeric structure. Tests were conducted using the protein 7jpd. (a) Three reference Fourier volumes
(upper row) used for orientation determination and the final reconstructed Fourier volumes (lower row). Each column represents the random volume
(left), the volume of the two-trimer model (middle) and the volume of the single-trimer model (right). The ideal Fourier volume calculated from the real
structure is also shown for comparison. (b) Comparison of the distribution of angular deviations for the complete model (blue), the single-trimer model
(magenta) and the random model (yellow). The units for angular deviations are given in degrees. (c) CC shell between the resulting reciprocal-space
intensity calculated with different initial conditions and the real intensity. (d) Recovered electron-density map derived from single-trimer model
superimposed with the real protein structure.



advantages for structural studies of protein physiological

states and for conducting time-resolved analyses.

In addition, classification of diffraction patterns has long

been a challenge in the process of single-molecule imaging

data analysis. Ongoing research in our team has revealed that

the introduction of predicted models can greatly assist in

addressing these classification issues.

We have open-sourced our code. All code used in this

article can be found at https://github.com/ZhichaoJiao/

SPI_reconstruction.git
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A., Coppola, N., Cunis, S., Czuba, K., Czwalinna, M., D’Almagne,
B., Dammann, J., Danared, H., de Zubiaurre Wagner, A., Delfs, A.,
Delfs, T., Dietrich, F., Dietrich, T., Dohlus, M., Dommach, M.,
Donat, A., Dong, X., Doynikov, N., Dressel, M., Duda, M., Duda, P.,
Eckoldt, H., Ehsan, W., Eidam, J., Eints, F., Engling, C., Englisch,
U., Ermakov, A., Escherich, K., Eschke, J., Saldin, E., Faesing, M.,
Fallou, A., Felber, M., Fenner, M., Fernandes, B., Fernández, J. M.,
Feuker, S., Filippakopoulos, K., Floettmann, K., Fogel, V., Fontaine,
M., Francés, A., Martin, I. F., Freund, W., Freyermuth, T., Friedland,
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Möller, T., Bostedt, C., Hajdu, J., Gorkhover, T. & Maia, F. R. N. C.
(2018). IUCrJ, 5, 531–541.

Lunin, V. Y., Lunina, N. L., Petrova, T. E., Skovoroda, T. P.,
Urzhumtsev, A. G. & Podjarny, A. D. (2000). Acta Cryst. D56, 1223–
1232.

research papers

618 Zhichao Jiao et al. � A predicted model-aided reconstruction algorithm for XFEL SPI IUCrJ (2024). 11, 602–619

https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB14
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB15
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB15
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB15
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB16
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB17
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB17
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB17
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB17
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB17
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB17
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB17
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB18
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB18
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB19
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB20
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB21
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB21
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB22
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB23
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB23
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB24
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB25
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB25
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB26
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB26
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB26
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB27
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB28
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB29
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB30
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB30
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB31
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB32
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB33
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB33
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB34
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB34
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB34
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB34
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB35
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB36
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB36
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB36
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB37
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB37
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB38
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB38
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB39
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB40
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB40
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB40
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB40
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB41
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB41
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB41
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB41
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB41
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB41
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB42
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB43
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB44
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB45
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB45
https://scripts.iucr.org/cgi-bin/cr.cgi?rm=pdfbb&cnor=it5035&bbid=BB45


Marchesini, S., He, H., Chapman, H. N., Hau-Riege, S. P., Noy, A.,
Howells, M. R., Weierstall, U. & Spence, J. C. H. (2003). Phys. Rev.
B, 68, 140101.

Miao, J., Hodgson, K. O. & Sayre, D. (2001). Proc. Natl Acad. Sci.
USA, 98, 6641–6645.

Miao, J., Nishino, Y., Kohmura, Y., Johnson, B., Song, C., Risbud, S. H.
& Ishikawa, T. (2005). Phys. Rev. Lett. 95, 085503.

Miao, J. W., Charalambous, P., Kirz, J. & Sayre, D. (1999). Nature, 400,
342–344.

Millán, C., Keegan, R. M., Pereira, J., Sammito, M. D., Simpkin, A. J.,
McCoy, A. J., Lupas, A. N., Hartmann, M. D., Rigden, D. J. & Read,
R. J. (2021). Proteins, 89, 1752–1769.

Mosalaganti, S., Obarska-Kosinska, A., Siggel, M., Taniguchi, R.,
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H., Ullrich, J., Schlichting, I., Herrmann, S., Schaller, G., Schopper,
F., Soltau, H., Kühnel, K. U., Andritschke, R., Schröter, C. D.,
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