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Quantum crystallography methods have been employed to investigate complex

formation between nonsteroidal anti-inflammatory drugs (NSAIDs) and cyclo-

oxygenase (COX) enzymes, with particular focus on the COX-1 and COX-2

isoforms. This study analyzed the electrostatic interaction energies of selected

NSAIDs (flurbiprofen, ibuprofen, meloxicam and celecoxib) with the active

sites of COX-1 and COX-2, revealing significant differences in binding profiles.

Flurbiprofen exhibited the strongest interactions with both COX-1 and COX-2,

indicating its potent binding affinity. Celecoxib and meloxicam showed a

preference for COX-2, consistent with their known selectivity for this isoform,

while ibuprofen showed comparable interaction energies with both isoforms,

reflecting its nonselective inhibition pattern. Key amino-acid residues, including

Arg120, Arg/His513 and Tyr355, were identified as critical determinants of

NSAID selectivity and binding affinity. The findings highlight the complex

interplay between interaction energy and selectivity, suggesting that while

electrostatic interactions play a fundamental role, additional factors such as

enzyme dynamics and the hydrophobic effect also contribute to the therapeutic

efficacy and safety profiles of NSAIDs. These insights provide valuable guidance

for the rational design of NSAIDs with enhanced therapeutic benefits and

minimized adverse effects.

1. Introduction

Nonsteroidal anti-inflammatory drugs (NSAIDs) are widely

used for their analgesic, anti-inflammatory and antipyretic

effects (Ghlichloo & Gerriets, 2023). They exert their effects

by inhibiting cyclooxygenases (COXs), which are enzymes

involved in the synthesis of prostaglandins (Vane & Botting,

1998). However, NSAIDs have been associated with various

adverse effects, such as gastrointestinal complications

including duodenal ulcers, cardiovascular diseases and

musculoskeletal pathology (Collen & Abdulian, 1996;

Tenenbaum, 1999; Roth, 1995), especially when used on a

chronic basis (Collen & Abdulian, 1996; Tenenbaum, 1999).

NSAIDs are associated with significant health concerns,

including cardiovascular toxicity. Studies have linked NSAID

use to an increased risk of mortality in patients with chronic

heart failure and myocardial infarction (Lai et al., 2019;

Pereira-Leite et al., 2021). Gastrointestinal complications are

another major concern, particularly in older populations

where multimorbidity and polypharmacy elevate the risk of

adverse drug events (Gnjidic et al., 2014; Tielemans et al.,

2014). At a molecular level, NSAIDs can affect ion channels

and are implicated in hyperalgesia mediated by spinal gluta-
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mate or substance P receptors (Malmberg & Yaksh, 1992;

Gwanyanya et al., 2012). While NSAIDs have shown potential

chemopreventive effects in certain cancers, their diverse

adverse effects necessitate careful consideration before use

(Ayub & Islam, 2015).

NSAIDs act by inhibiting COX enzymatic activity, blocking

the conversion of arachidonic acid to prostaglandins (PGs;

Tegeder et al., 2001), thereby producing anti-inflammatory and

analgesic effects. There are at least four isoforms of the COX

enzyme, but COX-1 and COX-2 are the major targets of

NSAIDs, including aspirin (Vane & Botting, 2003), ibuprofen

(Orlando et al., 2015) and newer COX-2 inhibitors

(Hermanson et al., 2014). COX-1 is active under physiological

conditions in many organs, including the kidneys, blood

vessels and stomach (Brune & Patrignani, 2015), as well as in

blood components. The activity of the second isoform, COX-2,

increases rapidly in tissues affected by the inflammatory

process (Vane & Botting, 1998). Importantly, NSAIDs differ

in their specificity of action towards these two cyclooxygenase

isoforms (Fig. 1). From a kinetic standpoint, aspirin, which

covalently modifies Ser530 in the cyclooxygenase active site, is

an irreversible and time-dependent inhibitor. Ibuprofen, in

contrast, is a rapidly reversible inhibitor with moderate

potency (IC50 values in the micromolar range), while indo-

methacin and flurbiprofen represent intermediate cases as

time-dependent, noncovalent inhibitors.

Classic NSAIDs such as ibuprofen or aspirin are active

against both the COX-1 and COX-2 isoforms (Mitchell et al.,

1993; Gilroy et al., 1998; Basson et al., 2001). Importantly, the

mechanism of action of aspirin differs fundamentally from that

of other NSAIDs, as it causes the irreversible inactivation of

COX-1 and COX-2, preventing the oxidative conversion of

arachidonic acid to PGG2 and PGH2 (Brune & Patrignani,

2015), which plays a significant role in the development of

inflammatory symptoms. Inhibition of COX-2 activity, and

thus reduced prostaglandin synthesis, underlies the analgesic

and anti-inflammatory effects of some NSAIDs. In contrast,

the antithrombotic mechanism of action relies on platelet

COX-1 inhibition, which leads to suppression of thromboxane

A2 synthesis and a subsequent reduction in platelet aggrega-

tion. Thus, inhibiting the physiological activity of COX-1 may

lead to side effects associated with NSAID use, such as the

development of gastric lesions and renal toxicity (Masferrer

et al., 1994). Therefore, new NSAID drugs that are selective

only for COX-2 have been developed (Funk & FitzGerald,

2007; Penning et al., 1997; Habeeb et al., 2001; McGettigan &

Henry, 2006).

The interactions between ligands and COX-1/COX-2 are

crucial in understanding the mechanisms of action of various

compounds, including NSAIDs. The binding of ligands to

COX-1 and COX-2 involves complex intermolecular inter-

actions within the active sites, including hydrogen bonding,

hydrophobic interactions and specific contacts with amino-

acid residues (Krzyżak et al., 2020; Xu et al., 2014; Rowlinson

et al., 2003). For instance, it has been observed that inhibitors

form hydrogen bonds with specific amino-acid residues inside

the active sites of both COX-1 and COX-2, indicating the

importance of these interactions in ligand binding (Krzyżak et

al., 2020). Many inhibitors contain carboxylic groups that,

similarly to the carboxylate of arachidonic acid, establish polar

interactions with Arg120 or Tyr355 near the substrate

entrance to the binding cavity. Additionally, the binding

between the ligand and the active site of COX-2 can lead to

conformational changes of the COX-2 protein, further

emphasizing the significance of these interactions (Tuwalaid et

al., 2022). A number of distinctive binding modes of inhibitors

in the COX active site have been described, including ion

pairing of the carboxylic group of an inhibitor with specific

amino-acid residues as well as the insertion of arylsulfon-

amides or sulfones into the COX-2 side pocket (Rowlinson et

al., 2003). These interactions are essential for understanding

the selectivity and mechanism of action of the COX inhibitors.

Additionally, the binding energies and key amino-acid resi-

dues involved in the binding of flavonoids (including flavones,

flavonols, anthocyanidins and isoflavonols) to both COX-1

and COX-2 have been revealed (Perez et al., 2019).

A comprehensive understanding of protein–ligand inter-

action energies is essential for predicting binding affinities and

stability. Various theoretical methods and approaches have

been developed to estimate these interaction energies, such as

the linear interaction energy (LIE) approach, which utilizes

interaction energies with adjustable parameters to estimate

protein–ligand binding free energies (Duan et al., 2016). In

addition to computational approaches, experimental charge-

density analysis based on multipolar refinement has been

proposed as a powerful tool for evaluating the nature and

strength of intermolecular interactions in protein–ligand

complexes from X-ray crystallography (Coppens, 1997). An

experimental charge-density distribution was determined for

meloxicam hydrate, showcasing its utility in understanding

the detailed electrostatic properties and hydrogen-bonding

patterns within pharmaceutical molecules (Devi Rajendran et

al., 2018). However, the data resolution required for such

studies should be at least 0.5 Å, which is still very challenging

for protein–ligand complexes. Fortunately, it has been shown

that the multipole atomic parameters from the Hansen–

Coppens multipole model are transferable between molecules

if a similar chemical environment is provided (Brock et al.,

1991). Dominiak et al. (2007) developed a theoretical data-

bank of transferable aspherical pseudoatoms, called UBDB,

and demonstrated its application to electrostatic interaction

energy calculations. The combination of UBDB with the exact
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Figure 1
Relative degree of COX-1 and COX-2 selectivity. This figure is repro-
duced according to Warner & Mitchell (2004). Inhibitors in this study are
marked in pink.



potential/multipole model (EPMM) method has made it

possible to obtain interaction energies of high accuracy for a

wide range of intermolecular distances and interaction types

(Bojarowski et al., 2022). Hence, this approach offers a

comprehensive resource for evaluating electrostatic inter-

actions in protein complexes (Malińska et al., 2014, 2015; Li

et al., 2006; Dominiak et al., 2009; Czyżnikowska et al., 2010;

Budniak et al., 2022). UBDB+EPMM is also applicable in the

computation of the electrostatic energies of hydrogen-bonded

nucleic acid–base complexes, despite potential under-

estimation when compared with ab initio results (Czyżni-

kowska et al., 2010). When applied to predict interaction

energies between phosphate groups and amino-acid residues,

UBDB+EPMM revealed notable improvements compared

with traditional force-field point charges (Budniak et al.,

2022). Expanding beyond single protein–ligand interactions,

this approach has been extended to analyze monomer–

monomer interactions in multimeric proteins, providing a

broader context for understanding protein–ligand dynamics

(Kumar & Dominiak, 2021). A key advantage of using UBDB

in X-ray crystal structure refinement, particularly at subatomic

or atomic resolution, is its ability to produce X–H distances

that are closer to those observed in neutron diffraction data.

In X-ray diffraction refinement using the independent-atom

model, H atoms are often positioned inaccurately due to

spherical atom assumptions, but UBDB can improve these

distances at suitable resolutions (Malinska & Dauter, 2016;

Guillot et al., 2001, 2008; Takaba et al., 2019). Firstly, in terms

of atom number, hydrogens constitute approximately half of

the structure of a protein (Engler et al., 2003). Secondly, many

of these H atoms participate in critical hydrogen bonds,

particularly in protein active centers, where precise knowledge

of their positions is essential for understanding processes such

as proton-transfer reactions (Kossiakoff & Spencer, 1981).

The selectivity of NSAIDs between COX-1 and COX-2 is a

critical factor in their therapeutic potential and safety. Rofe-

coxib, marketed by Merck & Co. under the brand name Vioxx,

is a notable example of a COX-2-selective nonsteroidal anti-

inflammatory drug developed to treat conditions such as

osteoarthritis, rheumatoid arthritis, acute pain and migraines.

While initially hailed for its selective inhibition of COX-2, thus

avoiding many of the gastrointestinal side effects associated

with COX-1 inhibition (Vane & Botting, 1998), its high COX-2

selectivity ultimately contributed to adverse cardiovascular

effects (Jüni et al., 2004; Solomon et al., 2005). This led to its

withdrawal from the market, highlighting that highly elevated

COX-2 selectivity can carry significant risks.

Numerous efforts to develop COX-2-selective NSAIDs

coupled with computational studies predicting selectivity

profiles demonstrate the importance of isoform selectivity in

drug development and therapeutic outcomes (Aktar et al.,

2016; Parambil et al., 2020). However, challenges such as

variability in reported IC50 values, reliance on moderate-

resolution structural data and the absence of direct entropic

contributions in binding models highlight the need for

rigorous, integrative approaches. This study employs quantum

crystallography methods to analyze the interaction dynamics

between NSAIDs and COX isoforms (COX-1 and COX-2).

This analysis primarily focuses on comparative electrostatic

interaction energy (Ees) calculations to elucidate the isoform-

specific binding characteristics of selected NSAIDs. These

inhibitors are shown in Fig. 2.

2. Methods

2.1. Protein structure preparations

All calculations for the COX-1/COX-2–NSAID complexes

(Selinsky et al., 2001; Orlando et al., 2015; Kurumbail et al.,

1996; Xu et al., 2014; Rimon et al., 2010; Wang et al., 2010) were

performed using the structures deposited in the RCSB Protein

Data Bank (Berman et al., 2000) as presented in Table 1. All

files have been carefully checked, and for the sake of proper

calculations some changes have been made.

The side chain in PDB entry 3kk6 (Rimon et al., 2010) was

originally incomplete and thus was corrected into all-atom

protein using the Schrödinger Protein Preparation Wizard

(Madhavi Sastry et al., 2013; Schrödinger Release 2021-4:

Protein Preparation Wizard). Hydrogen atoms were absent in

all deposited structures. Therefore, for all studied COX-1/

COX-2–NSAID complexes we added H atoms with Mol-
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Figure 2
Chemical structures of the selected inhibitors: (a) flurbiprofen, (b)
ibuprofen, (c) meloxicam and (d) celecoxib.

Table 1
PDB codes for the investigated COX-1/COX-2–NSAID complexes and
their X-ray diffraction resolutions.

NSAID Abbreviation COX
Resolution
(Å) PDB code

Flurbiprofen FLP COX-1 2.7 1eqh (Selinsky et al., 2001)

COX-2 2.5 3pgh (Kurumbail et al.,
1996)

Ibuprofen IBP COX-1 2.6 1eqg (Selinsky et al., 2001)
COX-2 1.81 4ph9 (Orlando et al., 2015)

Celecoxib CEL COX-1 2.75 3kk6 (Rimon et al., 2010)
COX-2 2.4 3ln1 (Wang et al., 2010)

Meloxicam MXM COX-1 2.4 4o1z (Xu et al., 2014)
COX-2 2.45 4m11 (Xu et al., 2014)



Probity (Williams et al., 2018) and positioned them based on

the X-ray suitable electron cloud distances (Williams et al.,

2018). Arg, Lys, Asp and Glu residues were treated as ionized.

All possible flips proposed by the program were accepted.

After adding H atoms, molecules of water, other organic

compounds and ions as well as heme cofactors were removed

and the structures were split into the respective numbers of

chains.

2.2. Electrostatic interaction calculations

To reconstruct the electron-density distribution in the

investigated complexes we used UBDB (Jarzembska &

Dominiak, 2012) and transferred multipole parameters (Su &

Coppens, 1992) for the atom types using LSDB (Volkov et al.,

2004). Two missing N and S atom types for the meloxicam

ligand were calculated based on the structures deposited in the

Cambridge Structural Database (CSD; Groom et al., 2016) and

were added to the databank to enable the analysis. All H-atom

positions were extended to the values obtained from neutron

studies as reported by Allen & Bruno (2010). After the

transfer of electron-density parameters from UBDB

(Jarzembska & Dominiak, 2012), all amino-acid residues of

COX-1/COX-2 proteins and NSAID molecules were scaled

independently according to their formal charges, with cele-

coxib and meloxicam scaled to 0 and ibuprofen and flurbi-

profen scaled to � 1. The corresponding electrostatic

interaction energies were calculated for every pair of amino-

acid and NSAID molecules using the EPMM method as

implemented in the XDPROP module available in the

XD2016 software (Volkov et al., 2016).

2.3. Binding-pocket definition

For further analysis, we compared the proximal binding

pocket defined by residues Arg120, Val349, Ser353, Tyr355,

Ile523, Ala527 and His513/Arg513, the central binding pocket,

defined by Tyr348, Leu352, Leu384, Tyr385, Trp387, Gly526,

Ser530, Phe381, Phe518 and Met522, and the distal binding

pocket, defined by Phe205, Phe209, Val228, Val344, Ile377,

Gly533 and Leu534. In PDB entries 4o1z (Xu et al., 2014) and

4m11 (Xu et al., 2014) the inhibitors were disordered into two

distinct conformations. In our study, we have accounted for

both conformations and treated them independently. To

include the conformational variability of the protein struc-

tures, after the computation of Ees for each chain we calcu-

lated the average and standard error of the mean (SEM). The

error for the residues forming the binding pocket was calcu-

lated as the square root of the sum of the squared errors

(RSE) for each residue. The following structures were

included in the analysis: PDB entries 3kk6 (two chains), 3ln1

(two chains), 1eqh (two chains), 3pgh (three chains), 1eqg

(two chains), 4ph9 (two chains), 4oz1 (two chains and two

meloxicam conformations) and 4m11 (four chains). One chain

in 4m11 was excluded from averaging due to an incorrect

conformation of the meloxicam amidosulfonyl group in

chain C.

3. Results

3.1. Comparison of COX-1 and COX-2

The crystal structures of COX-1 and COX-2 are well known

in the literature (Browner, 1996; Miciaccia et al., 2021). They

display high homology, with a sequence identity of almost 60%

and a similarity score of 84% (Blobaum & Marnett, 2007).

Both isoforms contain three domains: (i) an EGF-like region

responsible for protein folding, (ii) a membrane-binding

domain and (iii) a catalytic domain. The membrane-binding

domain is associated with hydrophobic residues, which create

a long and narrow substrate channel leading to the active site

(Fig. 3). Despite sharing high homology, COX-1 and COX-2

exhibit significant functional differences due to some struc-

tural heterogeneity. The formation of ionic interactions in the

constriction of the proximal binding pocket is less important

for the potency of inhibition of COX-2 compared to COX-1 as

Arg120 and Glu524 form a salt bridge in COX-2 (Vecchio et

al., 2010). Table 2 also highlights the importance of electro-

static interactions between Arg120 and Glu524 in determining

the selectivity profiles for these NSAIDs, with COX-2-selec-

tive inhibitors exhibiting stronger interactions in COX-2 and

COX-1-selective inhibitors exhibiting stronger interactions in

COX-1. Notably, ibuprofen shows very similar interaction
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Table 2
Average Ees values calculated between Arg120 and Glu524 for each
NSAID in COX-1 and COX-2 chains, along with experimental IC50

values from whole blood assays for both COX-1 and COX-2 (Rao &
Knaus, 2008).

The shortest N� � �O distances for the N—H� � �O salt bridge/hydrogen bond are
also provided for each enzyme chain. Values are reported as means with
standard deviations where applicable.

Whole blood
assay IC50

(mM) Ees (kJ mol� 1)
Shortest N� � �O
distance (Å)

NSAID COX-1 COX-2 COX-1 COX-2 COX-1 COX-2

Celecoxib 6.70 0.87 � 308.9� 44.7 � 334.3� 2.1 3.0 (7) 2.7
Meloxicam 5.70 2.10 � 348.1� 61.7 � 351.1� 43.8 3.1 (4) 2.9 (2)
Ibuprofen 7.60 7.20 � 379.8� 39.0 � 394.8� 23.8 3.0 (2) 2.85 (7)
Flurbiprofen 0.08 5.50 � 397.8� 2.5 � 335.5� 5.6 2.8 2.75 (6)

Figure 3
Schematic representation of the active site of COX-1 and COX-2. CBD,
PBP and DBP denote the central binding pocket, proximal binding
pocket and distal binding pocket, respectively. This figure was reproduced
from The Lancet (Hawkey, 1999) with permission from Elsevier.



energies between the two enzymes, which aligns with its

known nonselective inhibition of both COX-1 and COX-2. In

contrast, flurbiprofen exhibits significantly stronger interac-

tion energy for COX-1 compared to COX-2, underscoring its

higher selectivity for COX-1. Both celecoxib and meloxicam

exhibit stronger interaction energies with Arg120 and Glu524

in COX-2 relative to COX-1, consistent with their experi-

mentally observed COX-2 selectivity. These findings further

emphasize the selectivity profiles of these NSAIDs, with

celecoxib and meloxicam favoring COX-2, ibuprofen being

nonselective and flurbiprofen favoring COX-1. Most inhibi-

tors extend into the central binding pocket, establishing

hydrophobic contacts with residues such as Leu352, Leu384,

Tyr385, Trp387, Phe381, Phe518, Met522, Gly526 or Ser530. In

some cases, polar interactions are established with Ser530 or

Tyr385. One of the hallmark differences between COX-1 and

COX-2 is the substitution of cyclooxygenase-channel residues

Ile434, His513 and Ile523 in COX-1 with Val434, Arg513 and

Val523, respectively, in COX-2. The substitution of Ile434 with

Val434 is particularly significant, as the smaller Val434 residue

creates an accessible side pocket adjacent to the COX-2 active

site that is inaccessible in COX-1. Additionally, the positively

charged guanidinium group of Arg513 enhances its ability to

participate in hydrogen-bonding and electrostatic interactions

within a water-mediated binding network involving His90,

Tyr355 and Glu524. This network stabilizes the constriction at

the entrance of the COX-2 active site, facilitating greater

accessibility for certain inhibitors. The pocket, lined by resi-

dues such as His90, Gln192, Leu352, Ser353, Tyr355, Arg513,

Ala516, Phe518 and Val523, enhances the binding affinity of

COX-2 for selective inhibitors. Celecoxib, for example, inter-

acts with Arg513 within this side pocket, exploiting the addi-

tional binding space for increased specificity.

3.2. Interaction of flurbiprofen with COX-1 and COX-2

Flurbiprofen (FLP) is generally recognized as a nonselec-

tive inhibitor of COX, effectively blocking both the COX-1

and COX-2 enzymes (Cryer & Feldman, 1998). However,

some studies have reported it to have greater selectivity for

COX-1. This discrepancy is likely to arise from differences in

the experimental conditions, assay methods or the biological

systems used to evaluate selectivity (Fig. 4). The binding site

of flurbiprofen in both COXs is very similar; however, some

minor changes in the orientations of amino acids are visible.

The carboxylic group of flurbiprofen interacts with two resi-

dues, forming a salt bridge to Arg120 and a hydrogen bond to

Tyr355. The orientation of Arg120 in COX-1 is different from

that in COX-2 [Figs. 4(b) and 5], which is reflected in the

differing strengths of the inhibitor–Arg120 interactions (Table

3). Similarly, the orientation of Tyr355 varies slightly between

the two enzymes, resulting in inhibitor–Tyr355 interactions of

different strengths (Table 3). These dissimilarities in orienta-

tion can explain the reduced inhibitor–Arg120 interaction

energy in COX-1 compared with COX-2, which may suggest

charge dilution among the carboxylic, guanidino and phenol

groups in COX-1. Interestingly, the electrostatic energy

between glutamic acid at position 524 and flurbiprofen is

markedly different for COX-1 and COX-2 (50.2 � 0.7 and

199.2 � 5 kJ mol� 1, respectively). This difference is primarily

due to the interactions between Glu524 and Arg120, which are

strongly related to the orientation of Arg120 (Fig. 5). Addi-

tionally, the substitution of Met472 in COX-1 by Leu472 in

COX-2 might play a key role in the strength of the Glu524–

FLP interaction (Fig. 5).

The FLP–protein complex is stabilized by several non-

covalent interactions, such as C—H� � �� (for example Met522)

and C—H� � �O (for example Leu531) contacts and, interest-

ingly the electrostatic contribution to these interactions differs

significantly between COX-1 and COX-2. For example, the

electrostatic interaction energy of FLP with Leu359 and

Leu531 is much more negative for COX-2 than for COX-1,

despite their similar spatial orientations. A similar difference

in electrostatic contribution is observed with Met522, with

interaction energies of � 10.2 � 0.5 kJ mol� 1 for COX-1 and

8.1 � 4.4 kJ mol� 1 for COX-2. Additionally, it was found that

the electrostatic interaction between FLP and Ser530 has a
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Figure 4
(a) FLP in the active site of COX-1 (pink) and COX-2 (yellow). (b) Orientation of Arg120 and Tyr355 in COX-1 and COX-2. Contact distances are
shown in Å.



stabilizing character (� 18.9� 3.2 kJ mol� 1) only in the case of

COX-2, owing to O—H� � �� contacts.

It is worth noting that certain substitutions, such as those

of Ile523 in COX-1 by valine in COX-2, of His513 in COX-1

by arginine in COX-2 and of Leu357 in COX-1 by phenyl-

alanine in COX-2, result in different strengths of the inter-

molecular interactions between the inhibitor and the enzyme

(Supplementary Tables S1–S3). The His513-to-Arg513 sub-

stitution in COX-2 is critical, as the longer side chain and the

positively charged guanidinium group of arginine enable

stronger long-range electrostatic interactions that can stabilize

binding within the active-site environment. This substitution

enhances the binding affinity in COX-2, even for inhibitors

such as flurbiprofen that do not form direct contacts with

Arg513.

In the proximal binding pocket, FLP interacts very strongly

with Arg120 in both COX-1 and COX-2, with interaction

energies of � 210.1 � 15.5 and � 377.6 � 26.8 kJ mol� 1,

respectively (Table 3). The interaction with Tyr355 is also

significant, with energies of � 79.3 � 6.6 kJ mol� 1 in COX-1

and � 91.3 � 23.8 kJ mol� 1 in COX-2. The total interaction

energy in this pocket is much more negative for COX-2

(� 659.1 � 38.7 kJ mol� 1) compared with COX-1 (� 310.9 �

17.1 kJ mol� 1), indicating a stronger and more stable inter-

action in COX-2. This difference is largely driven by the much

stronger interaction of FLP with Arg120 in COX-2.

In the central binding pocket, COX-1 exhibits a relatively

weak overall interaction energy of � 10.4 � 6.7 kJ mol� 1. The

interactions with Tyr385 (� 16.8 � 1.9 kJ mol� 1) and Met522

(� 10.2� 0.5 kJ mol� 1) are the most significant contributors in

COX-1. In contrast, COX-2 shows a stronger total interaction

energy of � 51.6 � 29.0 kJ mol� 1 in this pocket, with notable

contributions from Ser530 (� 18.9 � 3.2 kJ mol� 1) and Trp387

(� 16.5� 5.3 kJ mol� 1). This indicates that the central binding

pocket in COX-2 provides a more stabilizing environment

for FLP compared with COX-1. In the distal binding

pocket, COX-1 shows a total interaction energy of 2.3 �

14.6 kJ mol� 1, showing almost no electrostatic interaction

with this part of the binding pocket. COX-2, however, exhibits

a slightly more stabilizing interaction energy of � 14.0 �

0.7 kJ mol� 1, with contributions from Leu534 (� 8.1 �

0.5 kJ mol� 1) and a destabilizing effect from Val344 (10.1 �

research papers
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Figure 5
Orientation of Glu524, Arg120 and Met/Leu472 in the active pocket of COX-1 (pink) and COX-2 (yellow) with the FLP ligand. Contact distances are
shown in Å.

Table 3
Selected electrostatic interaction energies Ees (kJ mol� 1) for amino-acid
residues of the COX-1/COX-2 protein in the binding pocket interacting
with FLP.

COX-1 COX-2

Amino
acid No. Ees SEM

Amino
acid No. Ees SEM

Proximal binding
pocket

Arg 120 � 210.1 15.5 Arg 120 � 377.6 26.8
Tyr 355 � 79.3 6.6 Tyr 355 � 91.3 23.8
Val 349 � 0.1 0.3 Val 349 � 3.4 6.4
Ser 353 4.9 2.9 Ser 353 � 6.5 9.0

Ile 523 � 3.8 0.2 Val 523 6.4 6.0
Ala 527 � 21.4 0.5 Ala 527 � 39.2 6.3
His 513 � 1.1 0.0 Arg 513 � 147.5 4.3
Sum � 310.9 17.1 Sum � 659.1 38.7

Central binding
pocket

Tyr 348 1.2 0.2 Tyr 348 7.7 0.2
Leu 352 8.3 0.2 Leu 352 0.6 0.7
Phe 381 � 0.5 0.0 Phe 381 � 6.4 0.8

Leu 384 8.3 0.1 Leu 384 � 1.4 0.1
Tyr 385 � 16.8 1.9 Tyr 385 � 13.1 10.6
Trp 387 0.5 0.3 Trp 387 � 16.5 5.3
Phe 518 0.3 0.1 Phe 518 � 6.0 0.3
Met 522 � 10.2 0.5 Met 522 8.1 4.4
Gly 526 0.1 0.3 Gly 526 � 5.7 25.8

Ser 530 � 1.5 6.4 Ser 530 � 18.9 3.2
Sum � 10.4 6.7 Sum � 51.6 29.0

Distal binding
pocket

Phe 205 1.5 0.1 Phe 205 � 2.8 0.1
Phe 209 1.9 0.0 Phe 209 � 3.4 0.1
Val 228 0.8 0.0 Val 228 � 3.6 0.3
Val 344 � 3.0 0.1 Val 344 10.1 0.2
Ile 377 1.0 0.0 Ile 377 � 1.4 0.1

Gly 533 � 2.0 3.7 Gly 533 � 4.8 0.1
Leu 534 2.1 14.1 Leu 534 � 8.1 0.5
Sum 2.3 14.6 Sum � 14.0 0.7
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0.2 kJ mol� 1). This suggests that while both isoforms show

weak interaction energies in this pocket, COX-2 exhibits a

higher overall affinity. Analysis of cumulative interaction

energies reveals important differences between COX-1 and

COX-2. In the proximal binding pocket, COX-2 shows a

significantly more negative total energy (� 659.1 �

38.7 kJ mol� 1) compared with COX-1 (� 310.9 �

17.1 kJ mol� 1), highlighting a much stronger overall interac-

tion for FLP in COX-2. In the central binding pocket, COX-2

again shows a stronger interaction, with a cumulative energy

of � 51.6 � 29.0 kJ mol� 1 compared with � 10.4 �

6.7 kJ mol� 1 for COX-1. Finally, in the distal binding pocket,

COX-2 is slightly more stabilizing with a cumulative energy of

� 14.0 � 0.7 kJ mol� 1, compared with 2.3 � 14.6 kJ mol� 1 in

COX-1. These differences in the sum values underscore the

overall stronger interaction of FLP with COX-2, despite its

widely recognized preference for COX-1.

3.3. Interaction of ibuprofen with COX-1 and COX-2

Ibuprofen (IBP) is one of the most popular pharmaceuticals

in the world. The anti-inflammatory and analgesic effects of

IBP are primarily due to its inhibition of COX-2, although it

also exhibits similar IC50 inhibition values for COX-1 (Table

2). IBP occupies the active sites of both COX isoforms in a

typical arylpropionic acid orientation and reversibly binds to

both COXs, acting as a competitive inhibitor of arachidonic

acid. Structural comparisons of IBP bound to COX-1 and

COX-2 have shown nearly identical binding modes in COX-1

and COX-2, maintaining the characteristic orientation of

arylpropionic acids [Fig. 6(a)].

Although the orientation of IBP is almost identical in both

COX isoforms, the residue-specific interaction energies differ

between COX-1 and COX-2. When examining the most

negative interaction energies, there is a difference of almost

25 kJ mol� 1 between COX-1 and COX-2 for both the Arg120–

IBP and Tyr355–IBP pairs, despite a lack of significant

difference in amino-acid orientations in both enzymes [Fig.

6(b)]. However, these discrepancies primarily arise from

subtle variations in the spatial arrangement of active-site

residues within the active-site channel. For example, the

distance and angle of interaction between the amino group

(Arg120) and the carboxylic group (Glu524) differ in COX-1

and COX-2. This results in a slightly different direction of the

H atom from the –NH2 group (Arg120) towards the –OH

group (Glu524), weakening the Arg120–IBP interaction in

COX-2 [Fig. 7(a), Table 4]. On the other hand, the C—H� � �O

interaction between IBP and Leu93 is less screened by Tyr355

in the COX-2 complex, resulting in a more stabilizing char-
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Figure 6
(a) IBP in the active site of COX-1 (pink) and COX-2 (gray). (b) Orientation of Arg120 and Tyr355 in COX-1 (pink) and COX-2 (gray). Contact
distances are shown in Å.

Table 4
Selected electrostatic interaction energies Ees (kJ mol� 1) for amino-acid
residues of the COX-1/COX-2 protein in the binding pocket interacting
with IBP.

COX-1 COX-2

Amino
acid No. Ees SEM

Amino
acid No. Ees SEM

Proximal binding
pocket

Arg 120 � 242.1 28.5 Arg 121 � 215.5 44.4
Val 349 7.1 1.8 Val 350 � 6.8 0.7
Ser 353 8.6 0.4 Ser 354 9.3 0.1
Tyr 355 � 76.8 10.0 Tyr 356 � 100.3 7.4

His 513 � 1.3 0.0 Arg 514 � 12.9 0.0
Ile 523 4.8 1.4 Val 524 3.1 0.5
Ala 527 � 16.8 0.7 Ala 528 � 14.5 0.9
Sum � 330.6 30.3 Sum � 337.6 45.1

Central binding
pocket

Tyr 348 0.2 0.2 Tyr 349 0.2 0.1
Leu 352 26.5 0.1 Leu 353 37.4 0.2
Phe 381 0.3 0.1 Phe 382 0.4 0.0

Leu 384 10.8 0.1 Leu 385 18.4 0.7
Tyr 385 � 3.7 0.2 Tyr 386 3.3 1.0
Trp 387 6.3 0.1 Trp 388 5.5 0.2
Gly 526 � 2.5 0.3 Gly 527 � 9.7 0.8
Phe 518 5.6 0.1 Phe 519 � 3.2 0.0
Met 522 � 9.5 0.9 Met 523 6.3 0.1

Ser 530 3.9 1.7 Ser 531 � 1.2 0.7
Sum 38.0 1.9 Sum 57.6 1.7

Distal binding
pocket

Phe 205 1.2 0.1 Phe 206 1.2 0.0
Phe 209 1.5 0.0 Phe 210 1.5 0.0
Val 228 0.7 0.0 Val 229 0.6 0.0
Val 344 � 2.3 0.0 Val 345 � 2.1 0.0
Ile 377 1.0 0.0 Ile 378 0.7 0.0

Gly 533 1.3 0.1 Gly 534 0.8 0.0
Leu 534 10.4 0.1 Leu 535 11.7 0.4
Sum 13.8 0.2 Sum 14.4 0.4



acter of this interaction (Supplementary Tables S4 and S5)

than in COX-1. This may also be associated with a different

orientation of the neighboring His90, where in COX-2 the

� NH group is directed towards Tyr355, while in COX-1 it is

oriented away from the active pocket [Fig. 7(b)]. This could

alter the distribution of charge [Figs. 6(b), 7(a) and 7(b)].

In the proximal binding pocket, ibuprofen interacts with

Arg120 in COX-1 and Arg121 in COX-2, showing interaction

energies of � 242.1 � 28.5 and � 215.5 � 44.4 kJ mol� 1,

respectively. The interaction with Tyr355 in COX-1 and Tyr356

in COX-2 is also significant, with energies of � 76.8 � 10.0

and � 100.3 � 7.4 kJ mol� 1, respectively. The total interaction

energy in this pocket is similar between COX-1 and COX-2,

with COX-2 having a slightly more negative value at � 330.6�

30.3 kJ mol� 1 compared with � 337.6 � 45.1 kJ mol� 1 for

COX-1. These findings suggest that the comparable binding

stability of ibuprofen in the proximal binding pockets of both

COX isoforms reflects its nonselective inhibition profile. In

the central binding pocket, COX-1 exhibits a total interaction

energy of 38.0 � 1.9 kJ mol� 1, which indicates a destabilizing

interaction overall. The interaction with Leu352 is the most

significant in COX-1, contributing 26.5 � 0.1 kJ mol� 1. In

COX-2, the total interaction energy in the central binding

pocket is also destabilizing but is slightly higher at 57.6 �

1.7 kJ mol� 1, with Leu353 contributing 37.4 � 0.2 kJ mol� 1.

This indicates that ibuprofen encounters a less favorable

energetic environment in the central binding pocket of COX-2

relative to COX-1. In the distal binding pocket, ibuprofen

shows a small positive cumulative energy of 13.8� 0.2 kJ mol� 1

in COX-1, with a major contribution from Leu534 at 10.4 �

0.1 kJ mol� 1. Similarly, in COX-2 the total interaction energy

is slightly higher at 14.4 � 0.4 kJ mol� 1, with Leu535 contri-

buting 11.7 � 0.4 kJ mol� 1. The interaction energy profiles

indicate comparable binding patterns for ibuprofen in the

distal binding pockets of both isoforms, despite slightly

destabilizing effects. Analysis of cumulative interaction ener-

gies across all binding pockets suggests that ibuprofen inter-

acts almost equally with both COX-1 and COX-2, with only

minor differences in specific residues. The proximal binding

pocket shows similar stabilizing interactions in both isoforms,
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Figure 7
Conformational differences of amino-acid residues in the COX-1 (pink) and COX-2 (gray) active sites with IBP ligand. Contact distances are shown
in Å.

Figure 8
(a) MXM in the active site of COX-1 (purple) and COX-2 (beige). (b) Orientation of Arg120 and Leu531 in COX-1 (purple) and COX-2 (beige).
Contact distances are shown in Å.
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while the central and distal pockets exhibit slightly more

destabilizing interactions in COX-2. These findings correlate

with the known nonselective binding profile of ibuprofen,

confirming its lack of COX isoform preference.

3.4. Interaction of meloxicam with COX-1 and COX-2

Meloxicam (MXM) is considered to be moderately selective

for COX-2 in vitro (Table 2). Fig. 8(a) shows the differences in

the orientation of the drug in the active pocket of COX-1 and

COX-2, which are mostly located around the thiazole ring.

The selectivity of MXM is not caused by an Ile523-to-

Val523 substitution in COX-2, which governs the selectivity of

other inhibitors including rofecoxib and celecoxib (Xu et al.,

2014). Instead, it is attributed to structural changes near

Phe518 caused by the Ile434-to-Val 434 substitution in COX-2.

This substitution in COX-1 forces Phe518 into the active site,

restricting space near the thiazole ring of meloxicam (Fig. 9).

The different orientation of Phe518 in COX-1 and COX-2

was first noted with the COX-2 inhibitor SC-558 (Sai Ram et

al., 2006). While SC-558 binding relies on protein flexibility,

the selectivity of meloxicam seems to involve a direct inter-

action with Phe518. Site-directed mutagenesis studies

confirmed that subtle structural variations around Phe518

influence COX-2 selectivity across different inhibitor classes

(Xu et al., 2014).

However, our calculations present a different picture (Table

5). Among the most stabilizing interactions, those involving

Arg120 and Leu531 provide the most favorable contribution

[Supplementary Tables S6–S8 and Fig. 8(b)]. Additionally, the

substitution of His513 in COX-1 with Arg in COX-2 plays an

important role in the moderate selectivity of meloxicam for

COX-2. Arg513 can engage in stronger electrostatic and

hydrogen-bonding interactions compared with His513,

potentially increasing the binding stability of meloxicam in

COX-2. The orientation of Leu531 also differs between the

isoforms, which, along with Arg513, contributes to the

observed selectivity favoring COX-2. On the other hand,

Phe518 shows Ees interaction energies of � 3.0 � 7.7 and � 3.1

� 1.7 kJ mol� 1 for COX-1 and COX-2, a relatively small

difference (Table 5). This suggests that selectivity is not

primarily driven by electrostatic forces in this case, but rather

is driven by dispersion forces and other interactions. It implies

that interaction with Leu531 emerges as a key determinant

of selectivity based on interaction energy calculations

(Supplementary Tables S6–S8). The main discrepancy arises

from distinct rotameric states of Phe518, which affect inter-

action energies. One would expect these structural differences

to contribute significantly to the energy differences. However,

the energy values do not show a significant difference, which

suggests that the rotamer variations might not be the sole or

the most significant contributors to the selectivity. Other

factors, possibly involving additional residue interactions

(including Leu531) or overall structural conformations, might

also play important roles. These observations indicate the

need for comprehensive investigation beyond individual

pairwise interactions to fully understand the complete mole-

cular picture of the COX-2 selectivity of meloxicam. Thus, the

complete protein environment, not just individual amino-acid

interactions, must be considered when interpreting such data

to achieve an accurate interpretation of all selectivity deter-

minants. While the interaction energy data support the idea

that there are differences in how Phe518 interacts with

meloxicam in COX-1 and COX-2, the extent to which these

differences contribute to the selectivity of the drug might be

more complex than initially suggested by the statement

focusing solely on rotamer variations.
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Table 5
Selected electrostatic interaction energies Ees (kJ mol� 1) for amino-acid
residues of the COX-1/COX-2 protein in the binding pocket interacting
with MXM.

COX-1 COX-2

Amino
acid No. Ees SEM

Amino
acid No. Ees SEM

Proximal binding
pocket

Arg 120 � 135.7 41.0 Arg 120 � 140.4 16.5
Val 349 � 9.4 3.6 Val 349 � 6.3 5.0
Ser 353 � 5.6 5.0 Ser 353 � 8.6 3.4
Tyr 355 � 10.9 1.6 Tyr 355 � 13.3 4.3

Ile 523 5.2 10.6 Val 523 9.8 2.6
Ala 527 � 38.9 3.4 Ala 527 � 25.2 4.6
Hip 513 � 9.4 12.9 Arg 513 � 45.3 4.4
Sum � 204.8 44.9 Sum � 229.4 19.4

Central binding
pocket

Tyr 348 2.6 0.8 Tyr 348 2.8 1.5
Leu 352 � 20.6 27.5 Leu 352 � 13.5 15.3
Tyr 385 � 0.5 1.1 Tyr 385 � 6.8 4.2

Trp 387 � 15.3 4.8 Trp 387 � 3.0 4.8
Gly 526 11.8 6.9 Gly 526 13.3 3.4
Ser 530 � 47.5 43.3 Ser 530 � 80.3 9.7
Phe 381 � 2.9 1.4 Phe 381 � 3.6 0.7
Phe 518 � 3.0 7.7 Phe 518 � 3.1 1.7
Leu 384 � 9.6 15.5 Leu 384 � 8.6 8.0

Met 522 � 6.3 2.0 Met 522 2.8 1.8
Sum � 91.4 54.8 Sum � 100.0 21.3

Distal binding
pocket

Phe 205 � 0.3 1.1 Phe 205 � 1.0 1.0
Phe 209 � 0.4 1.3 Phe 209 � 1.1 0.9
Val 228 � 0.3 1.6 Val 228 � 1.5 0.9
Val 344 1.8 1.9 Val 344 3.0 3.1
Ile 377 � 0.1 0.8 Ile 377 � 0.4 0.4

Gly 534 � 4.3 3.3 Gly 534 � 6.2 1.4
Leu 535 0.2 26.6 Leu 535 � 6.0 5.5
Sum � 3.4 27.0 Sum � 13.1 6.7

Figure 9
Changes in the Phe18 orientation in COX-1 (purple) and COX-2 (beige).
The distance between MXM and Phe518 is longer in COX-1. Contact
distances are shown in Å.
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In the proximal binding pocket, meloxicam exhibits similar

interaction energies with Arg120 in both COX-1 and COX-2,

with values of � 135.7 � 41.0 and � 140.4 � 16.5 kJ mol� 1,

respectively. However, the total interaction energy in this

pocket is slightly more favorable for COX-2 (� 229.4 �

19.4 kJ mol� 1) than COX-1 (� 204.8 � 44.9 kJ mol� 1). In the

central binding pocket, the overall interaction energy is similar

for both COX-1 (� 91.4 � 54.8 kJ mol� 1) and COX-2 (� 100.0

� 21.3 kJ mol� 1). Notably, the interaction with Ser530 is

significantly more stabilizing in COX-2 (� 80.3 �

9.7 kJ mol� 1) than in COX-1 (� 47.5 � 43.3 kJ mol� 1). The

interaction with Phe518, although showing only a small

difference, suggests that dispersion forces may play a more

important role than electrostatic interactions in this case. In

the distal binding pocket, the interaction energies of melox-

icam indicate a stabilizing interaction in COX-2 with a total

energy of � 13.1 � 6.7 kJ mol� 1, in contrast to COX-1, which

shows a sum of � 3.4 � 27.0 kJ mol� 1. These differences

suggest that the selectivity of meloxicam for COX-2 is likely to

result from a combination of factors, including the specific

contributions of residues such as Leu531 and the broader

structural environment, rather than being driven solely by the

electrostatic interactions with Phe518.

3.5. Interaction of celecoxib with COX-1 and COX-2

Celecoxib (CEL) is a selective COX-2 inhibitor which

interacts with both COX-1 and COX-2 (Fig. 10). The IC50 of

celecoxib for COX-1 and COX-2 inhibition has been reported

to be 6.7 � 0.9 and 0.87 � 0.18 mM, respectively (Grösch et al.,

2001). Additionally, it displays both anti-inflammatory and

analgesic properties, indicating its interaction with COX-2

(Smith et al., 1998).

Table 6 and Supplementary Tables S9–S11 illustrate the

interactions between the drug celecoxib and specific residues

in both the COX-1 and COX-2 isoforms. Notably, the residues

making the strongest interactions with celecoxib differ

between these isoforms, suggesting variations in composition
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Table 6
Selected electrostatic interaction energies Ees (kJ mol� 1) for amino-acid
residues of the COX-1/COX-2 protein in the binding pocket interacting
with CEL.

COX-1 COX-2

Amino
acid No. Ees SEM

Amino
acid No. Ees SEM

Proximal binding
pocket

Arg 120 � 6.1 36.4 Arg 106 � 42.0 1.3
Tyr 355 � 18.3 12.8 Tyr 341 � 19.0 0.5
Val 349 � 1.5 2.5 Val 335 � 3.0 3.3
Ser 353 � 29.5 13.0 Ser 339 � 37.9 14.4

His 513 � 2.3 15.0 Arg 499 � 49.3 3.7
Ile 523 � 60.2 4.3 Val 509 � 16.1 2.7
Ala 527 � 0.8 3.2 Ala 513 � 7.8 4.7
Sum � 118.7 43.8 Sum � 175.2 16.2

Central binding
pocket

Tyr 348 � 1.6 3.2 Tyr 334 0.4 2.3
Leu 352 � 88.1 52.8 Leu 338 � 40.0 27.2
Phe 381 0.8 0.7 Phe 367 0.3 0.4

Leu 384 19.4 12.8 Leu 370 � 1.2 1.1
Tyr 385 4.2 2.2 Tyr 371 � 4.4 1.0
Trp 387 3.0 5.1 Trp 373 � 3.5 2.6
Phe 518 � 5.9 21.5 Phe 504 � 6.2 13.1
Met 522 � 29.2 5.3 Met 508 � 13.8 3.9
Gly 526 0.6 0.6 Gly 512 � 0.2 6.6

Ser 530 13.9 5.7 Ser 516 11.4 5.2
Sum � 83.0 59.3 Sum � 57.2 31.8

Distal binding
pocket

Phe 205 0.8 0.4 Phe 191 0.7 0.1
Phe 209 1.5 0.8 Phe 195 1.1 0.1
Val 228 1.2 1.0 Val 214 0.6 0.1
Val 344 -0.8 2.4 Val 330 1.6 0.6
Ile 377 0.9 0.6 Ile 363 0.4 0.1

Gly 533 1.7 1.2 Gly 519 1.1 0.2
Leu 534 11.8 13.4 Leu 520 1.1 0.1
Sum 17.1 13.7 Sum 6.6 0.6

Figure 10
(a) CEL in the active site of COX-1 (blue) and COX-2 (green). (b) Orientation of Arg120/His513, Leu352/338 and Asp176/190 in COX-1 and COX-2.
Contact distances are shown in Å.
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and the spatial arrangements of their binding sites. A key

difference is the substitution of His513 in COX-1 with Arg499

in COX-2; the latter residue contributes an interaction energy

of � 49.3 � 3.7 kJ mol� 1 and creates a more favorable envir-

onment in the COX-2 binding cavity, which is likely to be a

critical factor in the selectivity of celecoxib for COX-2. There

are some other differences: Leu352 and Asp190 are critical in

COX-1, whereas Arg499 and Leu338 play a notable role in

COX-2 (Supplementary Tables S9 and S10). Although some

residues are conserved between isoforms, they exhibit

different interaction energies with celecoxib. For example,

Leu359 interacts with celecoxib in both COX-1

and COX-2, but shows a stronger interaction in COX-1

(� 14.0 � 2.4 kJ mol� 1) than in COX-2 (� 9.3 � 3.1 kJ mol� 1)

(Supplementary Tables S9 and S10). Some other residues also

show isoform-specific interaction strengths (based on COX-1

numbering): Gln192, Leu352 and Leu359 interact more

strongly in COX-1, while Ser353 and Tyr355 show stronger

interactions in COX-2. These isoform-specific differences in

interaction energies provide a molecular basis for the selec-

tivity of celecoxib.

In the proximal binding pocket, CEL shows a clear

preference for COX-2 over COX-1. The total electrostatic

interaction energy in COX-2 is significantly more stabilizing at

� 175.2 � 16.2 kJ mol� 1 compared to � 118.7 � 43.8 kJ mol� 1

in COX-1. This stronger interaction in COX-2 is primarily due

to key residues such as Arg499, which contributes � 49.3 �

3.7 kJ mol� 1, Ser339 with � 37.9 � 14.4 kJ mol� 1 and Tyr341

with � 19.0 � 0.5 kJ mol� 1. In contrast, the interaction in

COX-1 is less stabilizing, with Ile523 contributing the most at

� 60.2 � 4.3 kJ mol� 1. The more stabilizing interaction in

COX-2 suggests that the proximal binding pocket plays a

crucial role in the selectivity of CEL for COX-2. The central

binding pocket shows modest differences in interaction ener-

gies between COX-1 and COX-2. In COX-1 the total Ees is

� 83.0 � 59.3 kJ mol� 1, which reflects a balance between a

strong stabilizing contribution from Leu352 at � 88.1 �

52.8 kJ mol� 1 and destabilization by Leu384, which adds +19.4

� 12.8 kJ mol� 1. In COX-2, the total Ees is slightly less

stabilizing (� 57.2 � 31.8 kJ mol� 1), with Leu338 and Met508

contributing � 40.0 � 27.2 and � 13.8 � 3.9 kJ mol� 1, respec-

tively. Although COX-1 shows more favorable interactions in

this pocket, the energetic difference is less pronounced than in

the proximal binding pocket, suggesting that this region plays

a smaller role in the selectivity of CEL. The distal binding

pocket exhibits a more stabilizing interaction in COX-2

compared to COX-1, although the differences are smaller. In

COX-1, the total Ees is slightly destabilizing at +17.1 �

13.7 kJ mol� 1, largely due to Leu534 contributing +11.8 �

13.4 kJ mol� 1. On the other hand, in COX-2 the total Ees is

more stabilizing at +6.6 � 0.6 kJ mol� 1, with no significant

contributions from individual residues. While this pocket

shows a more stabilizing interaction in COX-2, it is likely to

play a secondary role in the selectivity of CEL. Overall, the

most pronounced energetic differences between COX-1 and

COX-2 occur in the proximal binding pocket, where COX-2

forms stronger interactions with CEL. This suggests that the

selectivity of CEL for COX-2 is largely driven by the stronger

interactions in this pocket, particularly with residues such as

Arg120, Ser339 and Arg499. The central and distal pockets,

while contributing to the overall binding, appear to be only

secondary determinants of selectivity.

4. COX-1 and COX-2 interaction energies

Electrostatic interaction energies contribute to our under-

standing of the interactions between NSAIDs and the COX-1

and COX-2 enzymes, which can influence both their ther-

apeutic effects and side effects. While the selectivity of

NSAIDs towards these enzymes is a key factor in determining

their clinical outcomes, it is important to note that electrostatic

interactions alone may not directly correlate with selectivity.

While selectivity is indeed related to the free energy of

binding, it also includes contributions from factors such as

solvation changes, which may differ between COX-1 and

COX-2 due to variations in their binding-site environments.

These differences in solvation and binding dynamics can

influence selective inhibition, even with the same ligand

(Luong et al., 1996; Copeland et al., 2006). Inhibition efficiency

is influenced by the specific fit to the active site and inter-

actions with certain residues which are critical for the activity

of the enzyme. For example, in COX-1 there are only two

charged residues in the binding pocket, which limits the

contribution of electrostatic interactions compared to COX-2.

Additionally, the binding pocket of COX-2 is more flexible

than that of COX-1, resulting in a more favorable entropy

contribution in COX-2. This entropic factor can offset

enthalpic gains, further influencing the free energy of binding

and selectivity (Luong et al., 1996; Copeland et al., 2006;

Duggan et al., 2010). Thus, while the Ees between an NSAID

molecule and the active sites of either COX-1 or COX-2 can

provide useful insights, it should be considered in the context

of other factors (Table 7). The electrostatic component of the

enthalpy of binding can be influenced by multiple protonation

equilibria, and its physical significance may vary significantly

depending on the given system (Piłat & Antosiewicz, 2008).

Studies have shown that electrostatic interactions can make

a substantial contribution to the free energy of binding in

various molecular complexes, such as avidin–biotin binding

(Tong et al., 2010) and protein–drug interactions (Bitencourt-

Ferreira & de Azevedo Junior, 2021). However, the contri-

butions of different interaction types to the binding energy can

vary among protein–ligand complexes. For instance, in the
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Table 7
Sum of the electrostatic interaction energies (kJ mol� 1) calculated for the
investigated NSAIDs and COX-1/COX-2 in the active pockets, along
with RSE values averaged across different chains in the analyzed struc-
tures.

COX-1 COX-2

NSADID Ees RSE Ees RSE

Celeoxib � 184.6 75.0 � 225.8 35.7
Meloxicam � 299.6 75.8 � 342.5 29.5
Ibuprofen � 278.8 30.4 � 265.6 45.1
Flurbiprofen � 318.9 23.5 � 724.7 48.3

http://doi.org/10.1107/S2052252525000053
http://doi.org/10.1107/S2052252525000053


brazilin–hIAPP complex, hydrophobic interactions were

found to contribute more significantly to the free energy of

binding compared to electrostatic interactions (Guo et al.,

2017). Similarly, in the interactions between protein A and

human immunoglobulin G1, the hydrophobic effect dominates

the binding free energy, with electrostatic interactions playing

only a minor role (Huang et al., 2011). While electrostatic

interactions are a crucial component of the binding free

energy, their contribution varies across molecular systems and

their interplay with other types of interactions, such as

hydrophobic forces and van der Waals interactions, deter-

mines the overall binding affinity.

In general, stronger electrostatic interactions suggest higher

binding affinity, while weaker interactions imply reduced

affinity. However, the relationship between Ees and the

selectivity of an enzyme can be complex. For example, cele-

coxib has stronger electrostatic interactions with COX-2

(� 225.8 � 35.7 kJ mol� 1) than with COX-1 (� 184.6 �

75.0 kJ mol� 1), which correlates with its lower IC50 for COX-2

and indicates a selective preference for COX-2. Similarly,

meloxicam has a slightly more favorable Ees for COX-2

(� 342.5 � 29.5 kJ mol� 1) compared to COX-1 (� 299.6 �

75.8 kJ mol� 1), aligning with its IC50 values and supporting its

selectivity for COX-2. On the other hand, ibuprofen exhibits a

slightly stronger Ees for COX-1 (� 278.8� 30.4 kJ mol� 1) than

for COX-2 (� 265.6 � 45.1 kJ mol� 1), yet its similar IC50

values for both enzymes suggest a lack of strong selectivity,

consistent with its nonselective inhibition profile. However, in

the case of flurbiprofen, the Ees for COX-2 (� 724.7 �

48.3 kJ mol� 1) is significantly stronger than for COX-1

(� 318.9 � 23.5 kJ mol� 1), yet it has a lower IC50 for COX-1

(0.08 mM), indicating a preference for COX-1 compared with

COX-2 (5.50 mM). This discrepancy highlights the role of

factors beyond Ees, such as enzyme conformational dynamics,

solvation and binding-site interactions, in determining selec-

tivity. Additionally, the average energy and conformational

changes indicate that celecoxib and meloxicam preferentially

stabilize the structure of COX-2, consistent with their

experimentally observed COX-2 selectivity. Conversely, flur-

biprofen demonstrates greater stabilization of COX-1, as

reflected by its selectivity profile.

Quantitative analysis of residue-specific interaction ener-

gies between NSAIDs and both COX isoforms (Tables 3, 4, 5

and 6) shows that certain amino acids emerge as crucial across

all ligands. Arg120 in the proximal binding pocket plays a

fundamental role in ligand recognition, showing consistently

strong interactions across both COX-1 and COX-2. The highly

favorable interaction energies of this residue, particularly in

COX-2, indicate its significant role in ligand binding. It is

exemplified by its robust interactions with flurbiprofen and

ibuprofen, underscoring the contribution of Arg120 to the

overall binding affinity. Tyr355 and Ser353 also play critical

roles in the proximal binding pocket. Tyr355 generally

shows negative interaction energies across both COX-1

and COX-2, although the magnitude of these interactions

varies depending on the ligand. Ser353 in the proximal pocket

also provides a consistent contribution to binding, with

interactions that are particularly important in determining the

COX-2 selectivity of certain drugs, such as celecoxib and

meloxicam.

Arg513 in COX-2 (and the corresponding His513 in COX-1)

is another crucial residue that significantly influences drug

selectivity. The substitution of His513 in COX-1 with Arg513

in COX-2 introduces a positive charge that can form stronger

hydrogen bonds and electrostatic interactions with certain

NSAIDs, particularly celecoxib and meloxicam. This substi-

tution also plays a critical role in stabilizing the salt bridge

between Arg120 and Glu524 in COX-2, further enhancing

the binding affinity and selectivity of these drugs for COX-2.

The interaction energies involving Arg513 are notably more

stabilizing in COX-2, underscoring its importance for selective

binding to COX-2.

Leu352 in the central binding pocket represents another

key residue that exhibits significant but variable interaction

energies. Its contribution to binding affinity varies among

different inhibitors, showing context-dependent favorable or

unfavorable effects. This variability suggests that Leu352 plays

a role in the selectivity of the drugs between COX-1 and

COX-2. In addition, Phe518 in the central binding pocket and

Gly533 in the distal binding pocket also play vital roles in

binding. Phe518 demonstrates context-dependent favorable

interactions that vary with both inhibitor type and COX

isoform. Although Gly533 shows modest interaction energies

compared with other residues, it still contributes to the binding

affinity and specificity, particularly in the distal pocket.

On the other hand, several amino acids make a negative

contribution to binding between studied NSAIDs and COX

isoforms. Tyr355 in the proximal binding pocket exhibits

isoform-specific effects: it shows some destabilizing inter-

actions in COX-1, particularly with celecoxib, while showing

some stabilizing effects in COX-2. Similarly, Val349 shows

positive interaction energies with certain drugs such as cele-

coxib and ibuprofen in COX-1, indicating a resistance to

binding that can affect the selectivity of the drug. In the

central binding pocket, Met522 also may have a destabilizing

energetic effect, especially in the interaction with celecoxib in

COX-1. This suggests that Met522 may reduce the binding

affinity of some NSAIDs in this pocket. In certain situations,

such as the binding of celecoxib and flurbiprofen to COX-2,

Phe381 also displays positive interaction energies in certain

contexts, contributing to destabilization in the central pocket.

In the distal binding pocket, the destabilizing interactions are

more prominent for Val344 and Phe205. These residues

frequently show positive interaction energies, particularly in

the interaction of ibuprofen and flurbiprofen with COX-1,

suggesting that they play a role in weakening the binding in

this region.

5. Conclusions

The structural differences between COX-1 and COX-2

significantly influence how NSAIDs interact with these

enzymes, often manifested in both the amino-acid composition

and their spatial arrangement at their active sites. The isoform
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selectivity of NSAIDs fundamentally determines their ther-

apeutic efficacy and safety profile. COX-1 is constitutively

expressed and plays a role in maintaining key physiological

functions, including gastric mucosal integrity and platelet

aggregation. In contrast, COX-2 is predominantly inducible,

serving as a primary mediator of inflammation and pain.

Therefore, inhibitors with higher selectivity for COX-2 are

desirable for anti-inflammatory and analgesic effects, while

minimizing the gastrointestinal and cardiovascular side effects

associated with COX-1 inhibition. The case of rofecoxib

(Vioxx) exemplifies the importance of this selectivity. Vioxx

was initially favored for its COX-2 selectivity and associated

reduction in gastrointestinal side effects. However, excessive

COX-2 selectivity contributed to increased cardiovascular

risks, leading to its market withdrawal, underscoring the

complexity and clinical importance of balancing COX-1 and

COX-2 inhibition.

Understanding the relationship between Ees and selectivity

can facilitate the rational design of novel NSAIDs with

improved therapeutic profiles. By leveraging computational

and experimental approaches, researchers can optimize the

selectivity of NSAIDs to enhance their clinical benefits while

minimizing adverse effects. The EPMM method is a valuable

tool for increasing our understanding of the interactions

between NSAIDs and COX isoforms. Electrostatic interaction

energies can potentially help to explain the selectivity of

NSAIDs for COX-1 or COX-2, as a more negative total

interaction energy indicates a stronger overall interaction with

the enzyme. This energy is a good predictor of binding affinity

with COX isoforms in the case of meloxicam, celecoxib and

ibuprofen. However, this pattern does not hold universally, as

shown by flurbiprofen, indicating that factors beyond inter-

action energy, such as entropic contributions, can significantly

influence drug selectivity. Entropic contributions to COX-2

binding warrant careful consideration, as they can counter-

balance enthalpic effects in determining the overall binding

free energy. Comprehensive analysis of this enthalpy–entropy

compensation across diverse ligand sets could reveal funda-

mental principles governing the molecular-recognition

process.

Importantly, selectivity is not solely determined by the

strength of interaction, as was shown by the analysis of Ees

values for Phe518 in meloxicam–COX-1 and meloxicam–

COX-2 complexes, where these energies do not necessarily

provide a complete explanation of the selectivity profile.

Therefore, it is essential to understand the differences

between the COX-1 and COX-2 inhibition mechanisms by

certain NSAIDs. From an analysis of the influence of stabili-

zation of different conformations represented by different

chains in the structure, it can be seen which ligand has a higher

selectivity for one of the COX isoforms. Such selectivity is

influenced by the ability of the drug to fit into the active site

and its interaction with specific residues critical for the activity

of the enzyme. Even slight differences in the positions and

conformations of these residues in the active site can influence

the Ees and consequently the selectivity and efficacy of

NSAIDs. A prominent example is the substitution of His513

in COX-1 with Arg513 in COX-2, a critical modification that

significantly alters the binding landscape. Arg513 provides

additional opportunities for hydrogen-bonding and electro-

static interactions, enhancing the binding affinity of COX-2-

selective inhibitors such as celecoxib. Moreover, compared

with His513, Arg513 further stabilizes the salt bridge between

Arg120 and Glu524, reinforcing the overall stability of COX-2.

Understanding these subtle yet impactful molecular determi-

nants of binding is crucial for rational drug-design strategies

facilitating the development of next-generation NSAIDs with

optimized isoform selectivity and improved safety profiles.
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