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X-ray diffraction is a common technique for determining crystal structures. The

average time needed for the solution of a protein structure has been drastically

reduced by a number of recent experimental and theoretical developments.

Since high-throughput protein crystallography benefits from full automation of

all steps that are carried out on a synchrotron beamline, an automatic crystal

centring procedure is important for crystallographic beamlines. Fully automatic

crystal alignment involves the application of optical methods to identify the

crystal and move it onto the rotation axis and into the X-ray beam. Crystal

recognition has complex dependencies on the illumination, crystal size and

viewing angles due to effects such as local shading, inter-reflections and the

presence of antifreezing elements. Here, a rapid procedure for crystal centring

with multiple cameras using region segment thresholding is reported. Firstly, a

simple illumination-invariant loop recognition and classification model is used

by slicing a low-magnification loop image into small region segments, then

classifying the loop into different types and aligning it to the beam position using

feature vectors of the region segments. Secondly, an edge detection algorithm is

used to find the crystal sample in a high-magnification image using region

segment thresholding. Results show that this crystal centring method is

extremely successful under fluctuating light states as well as for poorly frozen

and opaque samples. Moreover, this crystal centring procedure is successfully

integrated into the enhanced Blu-Ice data collection system at beamline

BL17U1 at the Shanghai Synchrotron Radiation Facility as a routine method for

an automatic crystal screening procedure.

1. Introduction

With the development of enhanced radiation light sources as

well as faster detectors, the speed of crystallographic data

collection has been greatly increased in recent years (Svensson

et al., 2015; Winter & McAuley, 2011; Okazaki et al., 2008).

Programmed sample changers can additionally decrease the

time required for screening (Hiraki et al., 2013; le Maire et al.,

2011; Bowler et al., 2015; Cipriani et al., 2006). With significant

developments in crystal sample preparation using high-

throughput crystallization facilities, there is a need for faster

screening systems (Karain et al., 2002; Cipriani et al., 2006).

However, accurate location of the crystal sample is a time-

consuming step, and mainly carried out manually or semi-

automatically prior to the data collection at many crystal-

lography beamlines (Girard et al., 2006; Karain et al., 2002).

Algorithms to identify the loop or crystal based on histo-

gram analysis and align the centre of loop or crystal to the

X-ray beam position are reasonably reliable when the crystal

size is comparable with that of the loop. Several programs for

automatic crystal centring or loop centring have been reported
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in order to help in faster data collection (Khajepour et al.,

2013; Andrey et al., 2004; Dera & Katrusiak, 1999; Pauluhn et

al., 2011; Pothineni et al., 2006; Lavault et al., 2006; Cherezov et

al., 2009). However, these centring programs would fail under

fluctuating light or when the crystal only presents faint edges.

Unfavourable fluctuating light state, poorly frozen and opaque

samples make crystal recognition quite difficult (Song et al.,

2007; Jain & Stojanoff, 2007).

Several approaches have been developed to confront the

problem of automatic crystal centring. Automatically aligning

the crystal to the X-ray beam using raster scans has been

reported for finding small crystals (Song et al., 2007; Aishima

et al., 2010). However, the time required for raster scans can

vary from a few minutes to one hour per sample depending on

the number of grid points and the readout speed of the

detector (Hilgart et al., 2011). Ultraviolet light has been used

to recognize crystals using the fluorescence emission that the

majority of proteins exhibit, when exposed to light of wave-

lengths between 250 nm and 290 nm, for proteins containing

aromatic ring structures, for example tryptophan, tyrosine and

phenylalanine (Pohl et al., 2004; Chavas et al., 2011; Madden et

al., 2013). However, this method needs accurate control of the

exposure time in order to avoid UV-induced damage (Celie et

al., 2009). Nonlinear optical (NLO) instrumentation has been

integrated with synchrotron X-ray diffraction (XRD) for

crystal centring (Madden et al., 2013; Kestur et al., 2012;

Kissick et al., 2013); however, this method requires purchasing

expensive NLO instrumentation.

At the Shanghai Synchrotron Radiation Facility (SSRF),

the BL17U1 beamline is currently in

operation for macromolecular crystal-

lography. BL17U1 uses an in-vacuum

undulator as photon source. A high-

precision goniometer (Crystal Logical

Inc.), an ACTOR robot (Rigaku Inc.)

and a Q315 detector (ADSC Inc.) are

used for data collection (Wang et al.,

2015; He & Gao, 2015). An upgrade to

a fully automated screening procedure

has been achieved at BL17U1. Here, we

report a method that is used at SSRF

macromolecular crystallography beam-

line BL17U1 to decrease the time spent

on the data collection by assisting in

crystal centring, after the crystal sample

is mounted by the ACTOR robot arm.

Firstly, an illumination-invariant loop

centring and classification model is used

by slicing the loop image into small

region segments, then a feature vector

of region segments is calculated, and the

loop is classified into different loop

types. Secondly, an edge detection

algorithm is used to find the crystal

sample using a region segment thresh-

olding method. Results show that our

crystal centring procedure is extremely

effective under fluctuating light states as well as for poorly

frozen and opaque samples.

This paper is organized as follows: x2 describes the crystal

centring procedure, x3 describes the integration of the crystal

centring procedure into the beamline control system and the

results, and the paper is concluded in x4.

2. Crystal centring procedure

The viewing system at beamline BL17U1 comprises complex

optical microscopes and cameras. Fig. 1 shows the hardware

setup of the automated centring system at BL17U1 at SSRF. It

includes complex on-axis view video systems as inline cameras

(inline camera B and inline camera C). In order to decrease

lighting effects from the collimator, another video system is

installed above sample point I as the sample camera (sample

camera A), which is used for automated crystal centring. The

field of view of low-magnification inline camera C is 4.6 mm �

3.1 mm (H � V), and for high-magnification camera A is

0.26 mm � 0.17 mm (H � V). On-axis view cameras B and C

are back-illuminated by a film E mounted on the movable

beamstop. Sample camera A is back-illuminated by a

condenser lamp light source D, which is extremely stable.

Therefore it is not necessary to remove lighting effects for

sample camera A. Another LED light source F is used for

lighting nearby the sample position. The crystal centring

procedure is separated into automated loop centring and

automated crystal centring parts. We describe these in xx2.1

and 2.2, respectively.
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Figure 1
A multi-camera system at BL17U1, SSRF, for automatic crystal centring. A: axis video server used
as sample camera at high-magnification level. B: axis video server used as inline camera at high-
magnification level. C: axis video server used as inline camera at low-magnification level. D:
backlight used for sample camera. E: backlight (reflection film attached to moveable beamstop) for
inline camera. F: front light used for lighting sample. G: mirror used for inline camera to reflect
crystal sample. H: X-ray beam to sample. I: crystal sample.



2.1. Automatic loop centring

The outline for automatic loop centring using low-magni-

fication inline camera C is shown in Fig. 2(a). The automatic

loop centring procedure contains the following steps: (1)

obtain image from low-magnification inline camera C; (2)

obtain position and geometric information of the loop; (3)

accurately move loop to beam position; (4) rotate crystal by

90�; (5) retrieve images from low-magnification inline camera

C, and repeat steps (2)–(4). In order to have a large field of

view for loop centring, the loop centring procedure is first

performed using the low-magnification inline camera C.

Subsequently, it is repeated using the high-magnification

sample camera A and then the loop is centred to the beam

position.

It is very important to obtain position and geometric

information of the loop from the low-magnification inline

camera C, since this is highly associated with the success of the

loop centring procedure.

An illuminate-invariant loop recognition algorithm is

important for inline camera C because there are several

beamline components (for example, collimator, slit and

beamstop) that can significantly affect the lighting of inline

camera C; additionally, optical distortions produced by the

cryostream can introduce speckle noise, and slightly shift light

conditions at different times.

Here an illuminate-invariant loop recognition and classifi-

cation algorithm is developed based on feature extraction

from region segments. Then the loop is aligned to the beam

position and classified into different types for further crystal

recognition.

2.1.1. Loop feature extraction and classification. A novel

loop feature extraction and classification model is described

in this section. It is used for loop alignment and classification

according to information extraction from low-magnification

inline camera C. Loops are classified as either nylon cryoloops,

polymer microloops or icy loops.

Given a low-magnification background image X from inline

camera C, the low-magnification image X is sliced into several

important region segments. Let

X ¼ X1;X2; . . .;Xi; . . .;Xmð Þ; i ¼ 1; . . . ;m; ð1Þ

represent region segments of X1, X2, . . . , Xm from inline

camera C. Fig. 3 shows a typical map of region segments of

low-magnification image X from camera C. In the map, parts

A and B are not included in loop feature extraction and

classification due to problems of field of view from inline

camera C and shadow of the beamline components. After

parts A and B are removed from the image, and the remaining

part is sliced into 588 region segments (20� 20 pixels for each)

for loop tip identification, part C is sliced into 650 region

segments (2 � 2 pixels for each), which are used for loop

feature extraction and classification.

Given a low-magnification image Y with loop from inline

camera C, the low-magnification image Y is sliced into the

same region segments as image X. Let

Y ¼ Y1;Y2; . . . ;Yi; . . . ;Ymð Þ; i ¼ 1; . . . ;m; ð2Þ

represent a sliced loop image Y1, Y2, . . . , Ym from inline

camera C. The intensity of every pixel in the region segment of

Xi or Yi is expressed as Xi x; yð Þ or Yi x; yð Þ. Xi x; yð Þ or Yi x; yð Þ
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Figure 3
A typical map of region segments of an image obtained using the low-
magnification inline camera.

Figure 2
Automatic loop and crystal centring procedure.



is dependent on the intrinsic reflectivity of the loop Li x; yð Þ or

Ri x; yð Þ, and the lighting conditions Ii x; yð Þ. According to

Land’s retinex algorithm (Land & McCann, 1971), Xi x; yð Þ

and Yi x; yð Þ can be expressed as

Xi x; yð Þ � Li x; yð Þ Ii x; yð Þ; ð3Þ

Yi x; yð Þ � Ri x; yð Þ Ii x; yð Þ: ð4Þ

It has been observed that the illumination information Ii x; yð Þ

is present at low spatial frequencies while the intrinsic

reflectance information Li x; yð Þ or Ri x; yð Þ is present at higher

spatial frequencies. Using this observation we can assume that,

over a small region segment, illumination Ii x; yð Þ is approxi-

mately constant. We propose an illumination model which

separates the effects of illumination over a small region

segment of the loop image into two components.

Let ’ represent a small region segment in a given loop

image. The pixel intensity Xi x; yð Þ and Yi x; yð Þ of region

segment ’ can be expressed as

Xi x; yð Þ � k1Li x; yð Þ þ c1; ð5Þ

Yi x; yð Þ � k2Ri x; yð Þ þ c2: ð6Þ

The region segment of an image is separated into two

components. The first component k1Li x; yð Þ or k2Ri x; yð Þ is

multiplicative, modelling the change of the variance of the

pixel intensity in the region segment. The second component

c1 or c2 is additive, modelling the change of the mean pixel

intensity in the region segment, which varies with illumination.

c1 or c2 can be removed by equations (7) and (8),

Xi x; yð Þ � �XXi x; yð Þ ¼ k1Li x; yð Þ; ð7Þ

Yi x; yð Þ � �YYi x; yð Þ ¼ k2Ri x; yð Þ; ð8Þ

where �XXi x; yð Þ and �YYi x; yð Þ represent the mean pixel intensity

of region segments Xi and Yi , respectively. Then Li x; yð Þ and

Ri x; yð Þ can be expressed as

Li x; yð Þ ¼ k’ Xi x; yð Þ � �XXi x; yð Þ
� �

; ð9Þ

Ri x; yð Þ ¼ kl Yi x; yð Þ � �YYi x; yð Þ
� �

: ð10Þ

In this paper, our loop identification can be viewed as finding

the cosine correlation coefficient vector of intrinsic reflectance

information between background and loop images, which is

approximated by the collection of the cosine similarities

between their intrinsic reflectivity pixel intensities of region

segments. The cosine correlation coefficient vector can be

represented as

VC X;Yð Þ ¼

C L1 x; yð Þ;R1 x; yð Þ
� �

..

.

C Li x; yð Þ;Ri x; yð Þ
� �

..

.

C Lm x; yð Þ;Rm x; yð Þ
� �

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
: ð11Þ

VC X;Yð Þ is the feature vector of the vertical concatenation of

the cosine correlation coefficient of region segments in each

column of the image obtained from camera C. With equations

(9)–(10), VC X;Yð Þ can be expressed as

VCðX;YÞ ¼

Cfk’½X1ðx; yÞ � �XX1ðx; yÞ�; kl½Y1ðx; yÞ � �YY1ðx; yÞ�g

..

.

Cfk’½Xiðx; yÞ � �XXiðx; yÞ�; kl½Yiðx; yÞ � �YYiðx; yÞ�g

..

.

Cfk’½Xmðx; yÞ � �XXmðx; yÞ�; kl½Ymðx; yÞ � �YYmðx; yÞ�g

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;
: ð12Þ

Apply a 2D Fourier transform to equations (9) and (10).

Employ the magnitude of the 2D Fourier transformation of

intrinsic reflectance information Li x; yð Þ or Ri x; yð Þ and ignore

the zeroth Fourier coefficient L 0; 0ð Þ, which is equivalent to

subtracting the mean; thus we obtain a model for the magni-

tude Fourier features of Li x; yð Þ and Ri x; yð Þ,

F k’ Xi x; yð Þ � �XXi x; yð Þ
� �� �

, k’ Li u; vð Þ � Li 0; 0ð Þ
� �

; ð13Þ

F kl Yi x; yð Þ � �YYi x; yð Þ
� �� �

, kl Ri u; vð Þ � Ri 0; 0ð Þ
� �

; ð14Þ

where Li u; vð Þ and Ri u; vð Þ are the Fourier transforms of

Xi x; yð Þ and Yi x; yð Þ, respectively. Using the magnitude of the

Fourier image representation, equation (12) can be rewritten

as

VC X;Yð Þ ¼

C k’L1 u; vð Þ; klR1 u; vð Þ
� �

..

.

C k’Li u; vð Þ; klRi u; vð Þ
� �

..

.

C k’Lm u; vð Þ; klRm u; vð Þ
� �

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;
; ðu; v 6¼ 0; 0Þ; ð15Þ

where Li u; vð Þ is the magnitude of the Fourier representation

of region segment Xi with the mean removed and Ri u; vð Þ is

the magnitude of the Fourier representation of region segment

Yi with the mean removed.

Equation (15) can be rewritten as

VC X;Yð Þ ¼

C L1 u; vð Þ;R1 u; vð Þ
� �

..

.

C Li u; vð Þ;Ri u; vð Þ
� �

..

.

C Lm u; vð Þ;Rm u; vð Þ
� �

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
; ðu; v 6¼ 0; 0Þ; ð16Þ

becasue the cosine correlation coefficient is invariant to a scale

factor.

Then VC X;Yð Þ, as shown in equation (16), represents the

feature vector of the loop image from low-magnification

camera C. Subsequently, the loop tip is determined according

to loop feature vector VC X;Yð Þ, and then the loop tip is aligned

to the beam position.

The benefit of the feature vector is that our method is not

only effective under fluctuating light states but also effective in

centring oblique loops to the beam position.
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In order to assist the crystal centring in the following, the

loop is classified into different types according to VC X;Yð Þ from

low-magnification camera C. Loop classification is represented

as computing the Euclidean distance metric D [equation (17)],

and then comparing it with a threshold, �,

arg mink D V
ðkÞ
C X;Yð Þ

;VC X;Yð Þ

h i
; k ¼ 1; . . . ;K: ð17Þ

V
kð Þ

C X;Yð Þ
is the feature vector derived from equation (16) for

different loop images, which represents class k, and VC X;Yð Þ is

the feature vector of the input loop image.

After the loop tip is aligned to the beam position with low-

magnification camera C, the loop tip position is also aligned to

the beam position with high-magnification camera A, because

the centres of camera C and camera A are pre-aligned to the

beam position.

A typical loop centre position is determined as shown in

Fig. 4 with camera A. The top edge pixel position (Xtop, Ytop)

and bottom edge pixel position (Xbottom, Ybottom) are deter-

mined by directly searching the pixel position of the image

from camera A in the horizontal and vertical direction. Then

the loop centre position Cloop can be calculated as

Cloop ¼
Xbottom � X top

2
;

Ybottom � Y top

2

� �
: ð18Þ

2.2. Automatic crystal centring

It is important to further centre the crystal using the high-

magnification sample camera A, which includes acquisition

images from high-magnification sample camera A and recog-

nition of crystal edges. After crystal edge information is

determined, the crystal is accurately moved to the beam

position. Crystal edge detection from the acquired image is a

fundamental problem in crystal recognition and centring.

Edge detection can be performed based on the gradient

using different thresholding methods (Yazid & Arof, 2013).

There are many variations of the thresholding approach

(Zhang et al., 2013; Patankar et al., 2013). The simplest method

is to select the edge pixels with their gradient magnitude using

the threshold. Edge pixels with a gradient magnitude below

the lower threshold or above the upper threshold are removed

or kept, respectively.

However, it is very difficult to choose a good threshold

which can filter out most of the noise while keeping most of

the useful crystal edges. Some crystals have very faint edges,

and therefore crystal recognition from the loop is not enough

via a threshold.

The outline for crystal centring using sample camera A is

shown in Fig. 2(b). The backlight system D for sample camera

A is extremely stable. Therefore it is not necessary to subtract

a background image for camera A.

Here loop type information from the loop centring and

geometry parameter vector for different classified loop types

are used for crystal edge detection with region segment

thresholding. Our procedure, which is used for extracting the

centre position of the crystal, is described as follows.

2.2.1. Region segment thresholding. The absolute value of

the gradient magnitude is not the only criterion for evaluating

the saliency of a region segment for crystal edge identification.

Its spatial distribution is also an important clue as to whether

an edge is a crystal boundary or due to noise or the texture of

the loop material.

In order to improve the robustness of crystal edge detec-

tion, a crystal region segment thresholding based on saliency

value instead of edge pixels is proposed, i.e. whether to

remove or to keep the whole clustered region segments based

on their saliency values. This also makes our approach more

robust for detecting crystal edges with weak boundaries.

In our method, edges are formed by region segments and

thresholding is based on saliency values. Some individual edge

pixels may not be sufficient to distinguish a crystal from noise,

but by grouping the pixels into a region segment the distinc-

tion becomes more reliable.

2.2.2. Saliency value of individual region segment. The

saliency value of an individual region segment is determined

as follows. For a region segment Rp with gradient magnitude

Vg, we search along the gradient direction to find the closest

region segment Rp1 with a larger gradient magnitude. The

distance between two region segments is represented as Vd1,

and the gradient magnitude of Rp1 is represented as Vp1. We

then search in the opposite direction to find the closest region

segment Rp2 with a gradient magnitude larger than Vg. The

distance between Rp2 and Rp is represented as Vd2, and the

gradient magnitude of Rp2 is represented as Vp2.

Because the larger gradient magnitude side of a crystal

boundary is often very cluttered, the region segment with

larger gradient magnitude between Rp1 and Rp2 is selected

according to the saliency range Vr, which can be expressed as

Vr ¼ max Vp1;Vp2

� 	
: ð19Þ

If Vp1 > Vp2, the average gradient magnitude of the region

segments on the line Rpp1 is computed as V�gg, and the saliency

range between Rp and Rp1 is represented as V �dd, with V �dd = Vd1.

If Vp1 � Vp2, the average gradient magnitude of the region
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Figure 4
Geometric definition for different loop types. (a) Nylon cryoloop. (b)
Polymer microloop. Geometric parameter vector ! is the horizontal
concatenation of the value of each column of region segments in the
image: the value is 1 for each shadow region segment, and 0 for each
white region segment. (Xtop, Ytop) and (Xbottom, Ybottom) are the top and
bottom pixels of the loop margin for loop centre identification.



segments on the line Rpp2 is computed as V�gg, and the saliency

range between Rp and Rp1 is represented as V �dd, with V �dd = Vd2.

The saliency value vector of a region segments is computed

as

VSðX;YÞ ¼ Vg � V �gg

� 	a
V �dd

� 	�
!VC X;Yð Þ: ð20Þ

The parameters � and � control the relative importance

between the gradient magnitude and the neighbour range for

crystal recognition. � and � can be set at different values

according to the different crystal types. For example, to

enhance the crystal boundary in the image, it is better to use a

larger � and �. Empirically, � and � are set to 1 for normal

crystal region segments, and are set to 2 to enhance faint

crystal region segments.VC X;Yð Þ is the feature vector of vertical

concatenation of the cosine correlation coefficient of region

segments in each column of the image obtained from the high-

magnification sample camera A.

Because sample camera A is extremely stable, it is not

necessary to consider the illumination problem for this

camera, and VC X;Yð Þ is calculated as

VC X;Yð Þ ¼

C ½X1ðx; yÞ � X1ðx; yÞ�; ½Y1ðx; yÞ � Y1ðx; yÞ�
� �

..

.

C ½Xiðx; yÞ � Xiðx; yÞ�; ½Yiðx; yÞ � Yiðx; yÞ�
� �

..

.

C ½Xmðx; yÞ � Xmðx; yÞ�; ½Ymðx; yÞ � Ymðx; yÞ�
� �

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
:

ð21Þ

Xiðx; yÞ and Yiðx; yÞ represent pixels in the region segments of

the crystal image and background image from sample camera

A. Xiðx; yÞ and Yiðx; yÞ are the average pixel intensity of the

region segment obtained from sample camera A.

! is the geometry parameter vector for different classified

loop types in order to exclude the area outside of the loop, and

is determined according to the distribution ofVC X;Yð Þ. For each

column of region segments in the image, search from the top

downwards; if Cf½Xiðx; yÞ � Xiðx; yÞ�; ½Yiðx; yÞ � Yiðx; yÞ�g <

0.9, then the top region segment of that column is expressed

as k; search from the bottom upwards: if

Cf½Xiðx; yÞ � Xiðx; yÞ�; ½Yiðx; yÞ � Yiðx; yÞ�g < 0.9, then the

bottom region segment of that column is expressed as j. The

region segments between k and j are marked as the searching

range for that column.

In order to reduce the effects of the loop edge, for a nylon

cryoloop the loop thickness is removed from the searching

range as shown in Fig. 4(a); for a polymer microloop, the loop

thickness and neck are removed from the searching range as

shown in Fig. 4(b). For icy samples, region segments between

k and j are directly marked as the searching range for that

column.

If region segments belong to the searching length of that

column, then the value of the geometry parameter of the

region segment is marked as 1; otherwise it is marked as 0.

! is the horizontal concatenation of each column of

geometry parameters of region segments.

2.2.3. Crystal edge detection using the saliency value.

Region segments are clustered into crystal edges using the

following method. From the region segment with the highest

saliency value, the region segment grows by including the

region segment with the most significant saliency value among

the neighbours of the two endpoints (Fig. 5), forming clustered

region segments. Growing of the region segment is ended

when no more region segments can be added to the clustered

region segments according to the saliency value within the

searching distance of 50 pixels from each direction in the two

endpoints. Then a new region segment is started with the

highest saliency value among the remaining region segments

that have not been included in a clustered region segment.

Until no more new clustered region segments can be gener-

ated, all clustered region segments are threshold by the

saliency value for crystal edge detection. To improve speed,

the search stops if the search arrives at the marginal of loops.

The marginal of loops is determined by the geometry para-

meter vector !.

For region segment thresholding, a lower threshold L and

an upper threshold H are used. The clustered region segment

with saliency values above H is kept; the clustered region

segment with saliency values lower than 50% of L is removed.

Finally, the clustered region segment is used for crystal

centre identification. The centre of the crystal is determined

according to the average positions of all clustered region

segments. If N crystal region segments are found, the centre

position of each crystal region segment can be expressed as

C(Xi, Yi), then the crystal centre position Ccrystal is expressed

as

Ccrystal ¼

PN
i¼ 1 Xi

N
;

PN
i¼ 1 Yi

N

 !
: ð22Þ

To improve the speed of determination of the crystal centre,

firstly the crystal centre is detected using a size of region

segments of 20 � 20 pixels for each; subsequently, smaller

region segments (2 � 2 pixels for each) around the crystal

edge are used to search for the crystal centre again using the

method as described in Fig. 6, and the clustered region

segments can be selected using the threshold. Therefore, a

more accurate position of the crystal centre can be obtained

using equation (22).

research papers

1328 Zhijun Wang et al. � Automatic crystal centring procedure J. Synchrotron Rad. (2016). 23, 1323–1332

Figure 5
A typical method for forming clustered region segments. From the region
segment (I) with the highest saliency value, the region segment grows by
including the region segment with most significant saliency value among
neighbours of two endpoints (A, B) with 16 direction (8 direction for each
endpoint). In each direction the maximum searching length is 50 pixels.



3. Results

3.1. Automatic loop centring

Once a loop is mounted on the goniometer, automatic loop

centring is started, and loop recognition is determined

according to the image obtained from low-magnification inline

camera C (Fig. 1). After the loop position is determined, then

the loop is moved to the beam position using the EPICS

(Norum, 2002) control system.

Loop recognition and classification are determined by

feature vectors according to equation (16); different loop

types can be recognized and well classified. The success rates

of classification are almost 100% for nylon cryoloops and

polymer microloops (Table 1). Our loop-centring technique is

stable and quick and is not affected by a fluctuating light state;

it does not lead to temporal overrun compared with manual

centring. Depending on the initial location, loop centring can

be accomplished within an average time of 15 s for nylon

cryoloops, 20 s for polymer microloop and 23 s for icy samples.

Achievement rates of loop centring are about 98% for nylon

cryoloops and 96% for polymer microloops. Icy samples do

not significant affect loop centring; however, they can

decrease the possibility of centring, with a success rate of 90%.

A comparison of our loop-centring method with the method

based on pixel intensities histograms is shown in Table 1. The

success rate is only 41% for nylon cryoloops, 50% for polymer

microloops and 38% for icy loops.

Fig. 7 shows the initial and final positions of two typical loop

types under fluctuating light states. Our results show that the

loop-centring procedure is not affected by fluctuating light

states.

3.2. Automatic crystal centring

Once loop centring is finished, automatic crystal centring is

started. Crystal recognition is determined according to the

image obtained from high-magnification sample camera A

(Fig. 1). Crystal edge detection using the saliency value with

region segment thresholding is analyzed using equation (20).

Fig. 8 shows a typical result of crystal detection using

saliency values. From our results, crystal edges can be easily

detected using our saliency values, as shown in Fig. 8(B). An
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Figure 7
Loop centring with different loop types (nylon cryoloop, polymer
microloop) under fluctuating light states. (A, B) Initial and final position
of the nylon cryoloop. (C, D) Initial and final positon of the nylon
cryoloop under a different lighting state from (A, B). (E, F) Initial and
final positions of the polymer microloop. (G, H) Initial and final positions
of polymer microloop under a different lighting state from (E, F).

Figure 6
Determination of the crystal centre position with different sizes of region
segments. (a) The crystal centre is detected using the size of region
segments of 20 � 20 pixels for each. (b) Smaller region segments (2 � 2
pixels for each) around the crystal edge are used to search for the crystal
centre.

Table 1
Average success rate and time used in loop classification and centring
under different conditions with more than 1000 automatic loop centrings
at BL17U1.

Success rate (%) Average time (s)

Loop classification
Nylon cryoloop 100 0.1
Polymer microloop 100 0.1
Icy loop 98 0.2

Loop centring with feature vector from equation (16)
Nylon cryoloop 98 15
Polymer microLoop 96 20
Icy loop 90 23

Loop centring with histogram analysis of pixel intensities
Nylon cryoloop 41 8.2
Polymer microLoop 50 8.1
Icy loop 38 6.2



important advantage of the saliency value is that it is much

easier to find faint crystal edges. Our approach can detect

crystal boundaries (Fig. 8B) even if crystal edge pixels have

low gradient magnitudes (Fig. 8E).

Our method can identify the crystal centre using equation

(22) (Fig. 8C). As can be seen, there are some discrepancies

between the identified crystal position (Fig. 8C) and the final

recognized position using the pixel intensities histograms

(Fig. 8D).

Crystal edge detection with the saliency value

has also been compared with the Canny edge detector (Canny,

1986). Fig. 8(G) shows that it is very difficult to find the crystal

edge using the Canny edge detector. Our crystal detection

method is also compared with the Sobel operator; it is also

very difficult to find the crystal edge using the Sobel operator

(Fig. 8H).

From Fig. 8 we see that our crystal recognition using the

saliency value is extremely effective for finding faint crystal

edges with region segment thresholding, because our saliency

value is adjusted by geometric parameters and feature vectors

of the loop; therefore our saliency value can effectively

enhance faint crystal edges.

After the crystal position is determined, then the crystal is

moved to the beam position using the EPICS control system.

3.3. Integration of crystal centring procedure into fully
automatic screening system

Our crystal recognition algorithm is integrated into the

enhanced Blu-Ice beamline control system (McPhillips et al.,

2002). Fig. 9 shows the operation interface of the crystal

centring service in the enhanced Blu-Ice control system.

Loop centring and crystal centring services are deployed

into standalone applications. Once a user clicks the ‘Center

Loop’ or ‘Center Crystal’ button, Blu-Ice sends out commands

to the centring server to execute the respective standalone

program.

At the beginning of loop centring the image is checked for

information content, and if no loop is detected the user is

requested to check the loop and the program is interrupted.

Loop centring is automatically stopped if the motor movement

exceeds a distance larger than 2 mm, which is designed to

prevent moving the sample out of the cryostream.

If a user clicks the ‘Center Crystal’ button, loop type and

feature vectors are determined, and the loop will be aligned

to the beam position. Subsequently, the crystal position is

determined according to the saliency value with region

segment thresholding, and then the crystal will be aligned to

the beam position. If a user clicks the ‘Center Loop’ button,

only the loop will be aligned to the beam position. If the

crystal is prepared within lipidic cubic phases, a raster scan can
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Figure 9
Interface of the loop centring and crystal centring services in the
enhanced Blu-Ice control system at BL17U1. Our loop centring and
crystal centring algorithms have been integrated into Blu-Ice as
standalone applications through a centring server. Moreover, raster
scanning of a crystal prepared within lipidic cubic phases is used to
complement our automatic crystal centring method.

Figure 8
Crystal detection using region segment thresholding. (A) Original image
for crystal detection. (B) Crystal edge (white circles) detection with
clustered region segments using region segment thresholding with
saliency values. (C) Crystal (white circle) detection using equation (22).
(D) Crystal (white circle) detection using histogram of pixel intensities.
(E) Gradient magnitude of crystal. (F) Gradient direction of crystal. (G)
Crystal edge detection according to the Canny algorithm. (H) Crystal
edge detection according to the Sobel operator.



be used as a complement to crystal centring through clicking

the ‘Rastering Crystal’ button (Fig. 9).

Moreover, our crystal centring procedure has been inte-

grated with the programmed sample changer ACTOR robot

to be a fully automatic screening system (Fig. 10). The auto-

matic screening procedure is described as follows: mount

crystal on goniometer, centre crystal to beam position, collect

one image, rotate � angle of goniometer by 90�, collect

another image and then dismount the screened crystal and

mount another crystal. Data analysis is performed using the

WebIce server (González et al., 2008), the spot number in the

diffraction image is analyzed with Spotfinder, and the index of

the crystal is calculated using Labelit (Sauter & Zwart, 2009).

Screening results are saved into the crystal sample database,

from where a user can download them. Our screening system

is extremely effective in ligand screening for drug discovery.

4. Conclusion

We have set up an effective crystal centring procedure for

automatic screening at SSRF macromolecular crystallography

beamline BL17U1. The time required for automatic crystal

centring is as fast as manually centring a crystal. Our method

can be easily adapted into other macromolecular crystal-

lography beamlines. However, our approaches will fail to

centre microcrystals prepared within turbid matrices; an

additional raster centring should be employed for turbid

matrices.
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Figure 10
Fully automatic crystal screening procedure at macromolecular crystal-
lography beamline BL17U1. Graphical overview of the automated
characterization of screening on BL17U1. All steps in the process are
shown. Sample mounting/dismounting and crystal centring, data collec-
tion are performed in sequence. Crystal centring starts once a sample has
been mounted and then centred in the X-ray beam. Information about
the samples, dewar tracking and the calculation of results are
automatically saved in the crystal sample database.
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