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EIGER is a single-photon-counting hybrid pixel detector developed at the Paul

Scherrer Institut, Switzerland. It is designed for applications at synchrotron light

sources with photon energies above 5 keV. Features of EIGER include a small

pixel size (75 mm � 75 mm), a high frame rate (up to 23 kHz), a small dead-time

between frames (down to 3 ms) and a dynamic range up to 32-bit. In this article,

the use of EIGER as a detector for electrons in low-energy electron microscopy

(LEEM) and photoemission electron microscopy (PEEM) is reported. It is

demonstrated that, with only a minimal modification to the sensitive part of the

detector, EIGER is able to detect electrons emitted or reflected by the sample

and accelerated to 8–20 keV. The imaging capabilities are shown to be superior

to the standard microchannel plate detector for these types of applications. This

is due to the much higher signal-to-noise ratio, better homogeneity and

improved dynamic range. In addition, the operation of the EIGER detector is

not affected by radiation damage from electrons in the present energy range and

guarantees more stable performance over time. To benchmark the detector

capabilities, LEEM experiments are performed on selected surfaces and the

magnetic and electronic properties of individual iron nanoparticles with sizes

ranging from 8 to 22 nm are detected using the PEEM endstation at the Surface/

Interface Microscopy (SIM) beamline of the Swiss Light Source.

1. Introduction

Low-energy electron microscopy (LEEM) and photoemission

electron microscopy (PEEM) instruments are highly versatile

characterization tools that are widely used in a vast range of

research fields, from nanomagnetism and surface science to

catalysis and battery research (Locatelli & Bauer, 2008;

Rodrı́guez et al., 2010; Cheng & Keavney, 2012; Karim et al.,

2017; Leanza et al., 2017). LEEM/PEEM relies on directly

imaging photoelectrons locally emitted from the sample

surface induced by illumination with an excitation source, such

as electrons, UV-light or X-rays (Kuch et al., 2001; Bauer,

2014; Anders et al., 1999; Schneider, 1999). It explores the

extreme sensitivity of the photoemitted electron intensity to

local variations in the workfunction of the sample surface or to

the nature of the excitation source which, combined with the

high spatial resolution attainable, can be used to investigate

surface science phenomena in LEEM and/or the spectroscopic

response of materials in PEEM in real space, down to the

nanometre scale. These unique features, together with recent

technical advances including high lateral and energy resolu-
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tions (Schmidt et al., 2010, 2013), sample cooling stages and

the availability of dedicated sample environments allowing the

application of local magnetic, electrical and laser light pulses,

have led to an increased availability of LEEM/PEEM instru-

ments at synchrotron research facilities worldwide as well as in

numerous research laboratories. A common feature of these

instruments is that, in all possible operation modes, electrons

are detected. An adjustable electron optics typically allows

one to combine real-space investigations with resolution in the

nanometre range with local k-space investigations in situ and

on a very small sample area. To fully benefit from these

techniques, dedicated electron detectors are required.

However, since the invention of LEEM/PEEM (Griffith &

Engel, 1991; Engel et al., 1991; Veneklasen, 1991), the vast

majority of these systems rely on detectors consisting of a

double-chevron microchannel plate (MCP) operated with a

bias voltage typically between 1.0 and 1.6 kV, a phosphor

screen at 5.5 kV and a CCD camera. Advantages of MCPs

include the fact that they are ultrahigh-vacuum (UHV)

compatible, they can be heated well above 150�C for bakeout,

and can be used for real-time imaging. There are, however,

several drawbacks that limit the overall performance of these

detectors, including high noise levels, low dynamic range,

strong lateral gain inhomogeneities (partially compensated

in post-processing normalization), low lateral resolution

(Moldovan et al., 2008), irreversible local gain reductions upon

exposure to high fluxes, and mechanical brittleness. Moreover,

state-of-the-art experiments increasingly require the detection

of smaller signals, such as in pump–probe experiments, or of

a small signal overlaid on a very intense background, as in

nanostructures. Also, the emergence of imaging aberration

correctors comes intrinsically with enhanced transmission

(Schmidt et al., 2013) and higher signal levels. Therefore, the

development of new detectors simultaneously capable of high

dynamic range and high signal-to-noise sensitivity is essential

for the success of future experiments exploring ultrafast

phenomena and nanoscale physical processes.

The recent progress in electron detectors, in particular in

pixelated detectors with direct single-electron counting

capabilities, have led recently to a new paradigm in trans-

mission electron microscopy by improving the detection effi-

ciency by orders of magnitude (Kühlbrandt, 2014; McMullan et

al., 2009). Indeed, the excellent results from McMullan et al.

(2007) and Nederlof et al. (2013) have driven the very recent

developments and the commercialization of hybrid pixel

detectors in transmission electron microscopes (Quantum

Detectors, 2017; Dectris, 2017; Amsterdam Scientific Instru-

ments, 2017) and scanning transmission electron microscopes

(Krajnak et al., 2016; Raighne et al., 2011) at high kinetic

energies (40–300 keV) and less stringent vacuum constraints.

Also, single-photon-counting pixel detectors like PILATUS

(Kraft et al., 2009), EIGER (Dinapoli et al., 2011) and Medipix

(Llopart et al., 2002; Gimenez et al., 2015) are widely used in

photon science and synchrotron experiments. The EIGER

detector has been developed at the Paul Scherrer Institut

(PSI), Switzerland, with the specific aim of satisfying the

detector requirements for synchrotron applications, having

a very high frame rate combined with small pixel size. The

performance of EIGER as a single-photon-counting detector

has already been reported (Johnson et al., 2014; Tinti et al.,

2015) and various EIGER detector systems are in use at the

Swiss Light Source (SLS) at PSI for diffraction experiments

such as protein crystallography (Casanas et al., 2016), coherent

diffraction imaging and ptychography (Guizar-Sicairos et al.,

2014).

Here we report on LEEM/PEEM performance improve-

ments thanks to the EIGER single-particle-counting detector

at electron energies in the range 8–20 keV. By calibrating the

pixel detector in absolute particle energy, we show that the full

energy of the electron cannot be detected in a standard X-ray

Si sensor, since a fraction of the electron energy is lost due to

the attenuation at the entrance window of the sensor and due

to multiple scattering. In addition, we present the design of a

set-up that is compatible with high-vacuum constraints and

optimized for low-energy electron measurements. For low-

energy electrons (<20 keV) similar attempts to the one

presented here have been performed by the Medipix2 colla-

boration (van Gastel et al., 2009; Sikharulidze et al., 2011) and

proved the suitability of hybrid pixel detectors for low-energy

electron detection. However, they have not resulted in a

device specifically optimized for low electron energy detection

to be permanently installed in an electron microscope for

PEEM, which is the aim of this paper.

This paper is organized as follows. The description of the

detector, integration into the ELMITEC microscope and its

characterization using photons and electrons are presented in

x2. In x3 and x4 we carry out the detector characterization

necessary to determine the optimal conditions for performing

imaging in an electron microscope. The study of electric and

magnetic properties of Fe nanoparticles carried out at the

Surface/Interface Microscopy (SIM) beamline at the SLS

using the EIGER detector is described in x5. A comparison

with the image quality obtained using the standard set-up for

ELMITEC PEEM microscopes is also given. In x6 we describe

future work towards an optimized and fully integrated EIGER

detector for PEEM.

2. The experimental set-up

2.1. The EIGER detector

EIGER is a hybrid pixel detector, meaning that every pixel

on the sensor, i.e. the radiation-sensitive part, is connected to a

pixel on the readout chip, which performs the first electronic

processing of the signal. The pixel size in EIGER is 75 mm �

75 mm and the Si sensor used in this experiment is 320 mm

thick, manufactured by HAMAMATSU. The pixels are p+

implants on n-type Si substrate. For more details on pixel

sensors, the reader is referred to Rossi et al. (2006). The

entrance window, which is the first part of the sensor seen by

the radiation, consists of �1 mm Al for applying the sensor

bias voltage and a �2 mm-thick n+ implant (non-depleted) Si

layer. Both the Al and this Si backplane layer are material

layers that a particle has to cross before being able to interact
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in the detecting area of the depleted Si bulk. The sensor is

biased at 150 V in the experiments presented here. The signal

charge produced by the detected particle will drift under the

applied electric field to the pixel implants. The readout chip is

designed in UMC 0.25 mm technology. Radiation-hardening

techniques have been used to extend the radiation hardness

up to 0.3 kGy. The pixel matrix is composed of 256 � 256

pixels, for an overall dimension of a single chip of approxi-

mately 2 cm � 2 cm. Each pixel cell performs amplification of

the signal from the sensor, with a user-configurable gain set by

changing the amplifier feedback resistor. The user-configur-

able gain gives sensitivity to different signal pulse heights and,

thus, to different particle energies. The signal, after being

shaped, is then compared with the level at which the threshold

has been set. If the signal is above the threshold, the counter

in the pixel cell is incremented by one. The counter can be

configured in 4-, 8- or 12-bit mode, allowing for a trade-off

between high frame rate (23, 12 and 8 kHz, respectively)1 and

higher dynamic range (limited by the counter depth). In the

experiments shown here, we acquired data at up to a

maximum dynamic range of 4� 103 (given by the depth of the

12-bit counter). EIGER offers the option of starting a new

acquisition while reading the counters of the previous acqui-

sition, giving a dead-time between frames of as little as 3 ms.

In the experiments presented here, a single chip is used.

However, since the chips are three-side buttable, more chips

can be bonded to a larger single sensor, allowing for detection

of a wider area with no efficiency loss between the chips

thanks to correspondingly larger pixels (�2 along the sides,

�4 in the corners) in the sensor at the chip boundaries. The

counter values are read out by an electronic board, which can

handle data from a maximum of four readout chips. They

perform digital data processing through field programmable

gate arrays (FPGAs) and store data on DDR2 memories. On-

board image summation is used to extend the dynamic range

from 12-bit to 32-bit, providing a counter value up to 4 � 109

and reducing the load of the data transfer from the board to

the PC. When setting the detector in 32-bit mode (i.e. auto-

summing mode), a single longer acquisition is broken down

into a series of short (typically 2 ms) 12-bit acquisitions,

separated by a dead-time of 10 ms.

In this study, we took data at a frame rate slower than 1 Hz

due to the long exposure times needed for good statistics when

performing calibration. However, the set-up can operate at a

continuous frame rate of 235 Hz (117 Hz) in 12- (32-) bit

counter mode when using a 1 Gb s�1 Ethernet connector to

transfer the data from the board to the PC. A frame rate ten

times higher can be achieved by continuously streaming data

out using a 10 Gb s�1 Ethernet connector, while a 6 kHz frame

rate is achieved in 12-bit mode by buffering images (8000

images) on the board memories and transferring them out

afterwards. These readout modes are commonly used in

EIGER for photon applications.

2.2. EIGER set-up for LEEM/PEEM

Fig. 1(a) shows a single 2 cm � 2 cm readout chip with a

bonded sensor glued onto a gold-coated, vacuum-compatible

100 mm-diameter printed circuit board (PCB). The signals in

and out of the chip and the high voltage to the sensor are

connected to the PCB through wirebonds. The PCB itself acts

as a vacuum barrier and is inserted into a DN100CF flange. No

active cooling on the chip or sensor is applied. The static

power consumption is estimated at 0.83 W per chip. The

standard MCP detector is removed and the EIGER is

mounted on the same flange as shown in Fig. 1(b). The EIGER

detecting surface is in the same axial position as the MCP

detector and no changes of lens settings or magnifications

were required. It was necessary to pump the vacuum chamber

for 3–4 days to achieve vacuum conditions of 5–8� 10�9 mbar

and for only one night to 2 � 10�8 mbar. As visible from

Fig. 1(b), the signals are passed between the PCB and the

readout board, which sits outside the vacuum, through flat

cables. The readout board is that of a standard EIGER half-

module, with no modifications. The FPGAs on the board are

either air-cooled or water-cooled along the mechanical frame.

The power dissipated by the readout board is approximately

45 W. No other custom modifications to the ELMITEC PEEM

microscope were made.
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Figure 1
(a) Photograph of the PCB supporting the detector with a single (2 cm �
2 cm) chip. (b) The ELMITEC LEEM III microscope of the SMART II
experimental station of the Fritz-Haber-Institute in Berlin with the
EIGER installed: the gold-coated side of the PCB is in vacuum and faces
the electrons coming from the sample. The readout system is on the
bottom right-hand side. The grey flatband cables connect the back of the
PCB where the detector is mounted to the readout electronics boards.

1 The frame rate capability of the chip is maintained in 4- and 8-bit mode, but
is presently limited to 6 kHz in 12-bit mode by the readout board
communication bandwidth.



3. Detector characterization and calibration

3.1. Detector calibration with X-rays

The detector was first characterized in air using mono-

chromatic X-rays. In photon detection, the full photon energy

is converted inside the sensor, giving access to an absolute

energy calibration. By contrast, electrons lose a significant

part of their kinetic energy at the sensor entrance window. The

threshold of the readout chip was calibrated versus the energy

of monochromatic photons, produced by letting photons from

a laboratory X-ray tube impinge on a fluorescence target. The

energy resolution of the detector for the considered energies is

limited by the noise, which is approximately 400–700 eV root

mean square (RMS). In the calibration procedure, we have

neglected the K� contribution, which is typically below 20% of

the K� contribution. The difference between K� and K� is,

however, still below the noise-limited energy resolution up to

20 keV. The number of counts recorded as a function of the

threshold setting can be analytically modelled (Kraft et al.,

2009; Tinti et al., 2015) and allows one to calibrate the

threshold voltage in terms of the incident beam energy.

Fig. 2(a) shows the result of a threshold scan (calibrated to

energy) for different photon energies and its derivative is

shown in Fig. 2(b). Since the threshold scan is the integral of

all the energies above the threshold, its derivative corresponds

to the energy distribution. Multiple gain settings have been

used to tune the detector performance in the various energy

ranges. The obtained threshold-to-energy conversion is

plotted in Fig. 2(c). For all the preamplifier gain settings

considered, the threshold was confined to within a range

where it shows a linear dependence with the photon energy.

The charge cloud which is generated in the sensor from the

photon interaction diffuses during the drift to the pixel

implants. As a consequence, the charge generated from one

photon may be collected by more than one pixel, an effect

which is referred to as charge sharing. To optimize the spatial

resolution and avoid multiple pixels counting the same photon

when using a single-photon counter with a monochromatic

beam, the threshold should be set such that only pixels with a

signal above 50% of the incoming photon energy count.

The threshold scans are performed using a threshold value

which is defined for the entire chip, but small differences in the

effective threshold exist among the pixels due to transistor

mismatches. In EIGER, there is the possibility to minimize (or

‘trim’) the pixel-to-pixel threshold differences by introducing

a per-pixel 6-bit tuned shift to the chip threshold. The deter-

mination of this pixel specific threshold shift was performed

using fluorescence photons from a Cu target. The threshold

dispersion is reduced from 320 eV to 55 eV RMS at the energy

of Cu K� photon energy (approximately 8 keV). However, the

energy resolution (obtained as the standard deviation of a

Gaussian fit to the peak of the average threshold scan deri-

vative) is only improved from 0.6 keV

RMS (for the ‘untrimmed’ case) to

0.4 keV RMS (for the ‘trimmed’ one),

as shown in Fig. 2(d). Indeed, we expect

the energy resolution to be limited by

the electronic noise (approximately

0.4 keV RMS at this energy).

3.2. Detector characterization with
electrons

Electrons in the energy range 8–

20 keV interact differently to photons of

similar energies in the Si sensor.

Photons have an absorption length of

many micrometres and are absorbed

throughout the sensor, while electrons

have much smaller penetration depths,

in the range 1–5 mm for Al and Si in the

10–20 keV energy range (NIST, 2017).

Indeed, electrons, as charged particles,

continuously lose energy as they scatter

with electrons of the atoms of the

material. In addition to the inelastic

collisions with the atomic electrons,

electrons also undergo multiple elastic

Coulomb scattering from nuclei. Each

scattering event results in a small

deviation to the incoming electron

trajectory. As a result, multiple scat-

tering causes a more spatially diffused

research papers

966 G. Tinti et al. � The EIGER detector for LEEM and PEEM J. Synchrotron Rad. (2017). 24, 963–974

Figure 2
(a) Threshold scans for monochromatic photons (average of all the pixels), recorded at different
photon energies. (b) Derivative of the threshold scans for the average of all pixels. The energy of the
peaks corresponds to the K� energy of the fluorescence target used. From left to right: Cr, Fe, Cu,
Ge and Mo. (c) Threshold-to-energy calibration for the different gain settings. (d) Derivative of a
threshold scan for Cu photons, with ‘trimmed’ and ‘untrimmed’ settings (average for all pixels).



energy deposition along the electron path as electrons lose a

variable amount of energy in multiple locations, increasing the

possibility to trigger more than one pixel. Since the entrance

window of the sensor is composed of an Al layer and a Si

backplane, electrons lose energy and are scattered by those

materials. In addition, since they penetrate only a few

micrometres into the depleted sensor, they ionize the Si and

generate a charge cloud close to the sensor backplane. This

means that the charge cloud has a long drift range and more

opportunity to diffuse. The amount of charge sharing is

therefore larger and consequently the events with multiple-

counting pixels is increased at low threshold. Since the noise is

approximately 400–700 eV RMS for the pre-amplifier gain

settings used here, this means that we can reliably set the

threshold at five times the noise level, i.e. above 3 keV. The

electrons with energies considered here (8–20 keV) will stop

in the sensor and deposit energies above 3 keV such that

EIGER acts as a noise-free detector, since spurious signals

arising from the electronic noise are rejected.

Threshold scans have also been performed using electrons

originating from an illuminated sample in the PEEM micro-

scope. The electrons are accelerated towards the detector with

a known potential. The optics of the microscope have been

completely defocused in order to give a homogeneous illu-

mination on the detector surface. The electron energies

considered are 8 keV, 15 keV and 20 keV. For a direct

comparison, we use the same threshold-to-energy calibration

used for photons [Fig. 2(c)]. Fig. 3(a) shows the number of

counts as a function of the calibrated threshold setting for

different electron energies (full symbols). It is clearly visible

that the threshold energy is in all cases at least 3 keV lower

than the expected value. The shape of the threshold scan curve

also appears very different from the one collected in photon

interactions. On the same sensor, on a small area at first and

on almost the complete surface at a later time, the Al layer

covering the sensor surface has been chemically removed.2

Threshold scans with electrons were repeated after removal of

the Al layer, shown in Fig. 3(a) (empty symbols). The shape of

the curve changes towards the expected one for photons: the

energy threshold is now closer to the expected value as the

electrons do not lose energy in the Al. Using values from

NIST (2017), electrons with 20 keV energy will lose 2.6 keV

upon travelling through 1 mm Al, while 10 keV electrons will

lose more than 5 keV, in good agreement with our results.

Fig. 3(b) shows the derivative of the threshold scan in energy.

It shows more clearly that, even after the improvement of

removing the Al layer, for 20 keV electrons, the peak of the

electron energy is 3 keV lower than the full 20 keV energy, at

15 keV it is approximately 4 keV lower and at 8 keV it is at

least 5 keV lower than expected. The removal of the Al layer

allows one to detect these low electron energies, although part

of the electron energy is still lost in the entrance window (i.e.

the Si backplane).

One can apply the pixel-to-pixel threshold correction shifts

evaluated using photons to reach more uniformity in the

detector. The trim settings used were determined from Cu K�

photons. By calculating and plotting the derivative of the
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Figure 3
(a) Threshold scans for electron detection at three different electron
energies: 8 keV, 15 keV and 20 keV. Full symbols represent data taken
with the standard X-ray Si sensor covered with an Al layer, empty
symbols are for the sensor without the Al layer. (b) Derivative of the
threshold scan curve. The improvement in the detection of electrons
removing the Al layer is clearly visible. (c) Derivative of a threshold scan
for 15 keV electrons in the ‘trimmed’ and ‘untrimmed’ settings.

2 Threshold scans using photons have been retaken to confirm the quality of
the high voltage bias of the sensor after the Al removal.



average threshold scan for 15 keV electrons for the ‘trimmed’

and ‘untrimmed’ cases [Fig. 3(c)], one finds that no sizable

difference is seen in the energy resolution when reducing

the threshold dispersion through the trimming procedure.

Therefore the threshold dispersion is not a major contribution

to the energy resolution in the case of electron detection

(determined instead by noise and a variable energy loss in the

entrance window). An estimate of the energy resolution for

15 keV electrons, which deposit a peak energy of approxi-

mately 11 keV, is obtained by fitting the peak of the threshold

scan derivative with a Gaussian function, which gives 1.4 keV

standard deviation.

We recorded flat-field images with electrons under similar

defocused conditions with 20 keV electrons. We expect, as

discussed above, that at this electron energy on average

approximately 3 keV are lost at the entrance window of the

sensor. To achieve a good spatial resolution, one would set the

threshold to 50% of the energy deposited in the sensor, i.e.

approximately at 8.5 keV. The flat-field images were recorded

at various threshold energies and for both ‘trimmed’ and

‘untrimmed’ configurations. For all settings we recorded

multiple images which were summed to obtain intensities

above 104 counts pixel�1. The flat-field correction is evaluated

for every pixel as the ratio between each pixel intensity and

the average number of counts of the detector in order to

normalize the individual pixel intensity to the average. The

flat-field correction takes care of residual mismatches of

threshold inhomogeneities and differences in the pixel sensor

efficiency. The residual (non-etched) Al region at the edge of

the sensor is masked in the analysis. We evaluated the size of

the corrections as a function of the different threshold settings,

and indeed we verified that lower corrections are required

when setting the threshold to 8.5 keV. In addition, the RMS of

the distribution of the correction is reduced from 3.4% to

2.3% by applying the pixel-to-pixel trimming settings. The flat-

field correction maps at threshold 8.5 keV is shown in Fig. 4(a)

for the ‘untrimmed’ case, while Fig. 4(b) is for the ‘trimmed’

case. The homogeneity is visibly enhanced by applying the

trimming correction. On the other hand, some structures in

the sensor that are not clearly visible in the ‘untrimmed’

distribution start to be noticeable. We see the presence on the

sensor of some segments of rings, which we attribute to small

inhomogeneities in the doping of the sensor. This effect is

present in every image we recorded with the trim settings, but

this feature can be removed from the image by applying a flat-

field correction. On top of the segments of rings, we see also a

gradient in the number of counts over the sensor. This effect is

due to the remaining presence of the sample imprint despite

the defocusing magnification used. Other flat-field images

were recorded for different defocusing settings and do not

manifest the same gradient; however, they were recorded with

smaller statistics (not shown). Comparing the above finding

with flat-field normalization images for MCPs, we find that the

performance of the EIGER detector provides the following

improvements: (i) the RMS of the counts of the MCPs is

typically greater than 10% of the mean as compared with 2.3%

for EIGER; (ii) the flat-field correction for the MCPs varies in

time due to the beam exposure, an effect to which EIGER is

immune, as discussed in the next paragraph.

In contrast to MCPs, Si sensors do not suffer from radiation

damage for low-energy (<20 keV) electron interactions. The

interaction region of electrons at such low energies as the ones

used in LEEM/PEEM is limited to a few micrometres into the

Si. The energy of the electrons considered in LEEM/PEEM

applications is too low to cause lattice displacements (i.e.

damage in the Si sensor) given that a minimum electron

energy of 260 keV is required to remove a silicon atom from

its lattice position (Rossi et al., 2006). The other mechanism

whereby electrons could induce damage in the sensor is by

increasing the leakage current through an increase in the

oxide positive charge (Rossi et al., 2006). However, in the

EIGER sensor, the back side is not structured and therefore

no oxide is present. The readout chip is protected by the

sensor and it is not irradiated. For these reasons, we expect
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Figure 4
(a) Map of the ‘untrimmed’ flat-field correction for the EIGER detector
(where the area at the edge where the Al has not been completely etched
away has been masked), with threshold set at 8.5 keV. (b) Corresponding
flat-field correction map for the detector, with threshold set at 8.5 keV
and ‘trimmed’ configuration.



that EIGER used for LEEM and PEEM experiments will not

suffer from degradation due to radiation damage.

4. EIGER performance measurements with UV-PEEM
and LEEM

The imaging performance with EIGER as a detector for UV-

PEEM/LEEM was carried out at the SMART II experimental

station of the Fritz-Haber-Institute in Berlin, which operates

an ELMITEC LEEM III instrument, installed at the Helm-

holtz-Zentrum Berlin (HZB), shown in Fig. 1(b). In order for

the EIGER detector to be a successful replacement candidate

for the MCP-based system it must: (i) deliver live images (for

instance to align the instrument) and allow image recording,

(ii) have a number of resolving elements comparable with or

better than the MCPs, (iii) offer a higher dynamic range and

improved signal-to-noise ratio, and (iv) be easy to use. The

typical frame rates for live imaging with the MCPs are 10 Hz.

As already discussed above, the EIGER detector supersedes

the MCPs performance by acquiring images at a rate up to

6 kHz using 12-bits and even higher rates with smaller coun-

ters. Although the CCD cameras used with the MCPs allow for

higher acquisition rates, the higher electron fluxes necessary to

provide sufficient image signal would instantly deteriorate the

MCP. This is not the case for the EIGER, where higher fluxes

with high frame rates can be used effectively without damage

to the detection system.

The MCPs have a lateral resolution of�110 mm (Moldovan

et al., 2008) and a diameter of �40 mm, therefore in each

image up to �300 elements may be resolved along the diag-

onal. For a pixel image sensor such as EIGER, the smallest

resolvable space between two objects (or highest spatial

frequency) is the inverse of the Nyquist frequency, which is

twice the pixel size, or in our case 150 mm. Image features at

the detector plane smaller than 150 mm may still be resolved,

but might result in aliasing effects. Fig. 5(a) shows a direct UV-

PEEM image of a monolayer of graphene on a Ge buffer layer

on SiC(0001) (Emtsev et al., 2011). No trimming or flat-field

correction is applied. Whereas the low-frequency intensity

variations are due to workfunction differences, the thin dark

lines running mainly along the vertical direction are due to

terrace edges. The image is obtained by averaging a stack of 50

images of 10 s each. The image in Fig. 5(a) is undersampled

and most thin dark lines are smaller than the size of the single

EIGER pixel. This is shown in Fig. 5(b) where two profiles

across two thin dark lines are shown to be two or one pixel

wide. This confirms that, with EIGER, features at the detector

as small as 75 mm may be resolved.

The dynamic range of a MCP-based system depends on the

gain, defined by the bias voltage, and is limited by noise at low

count rates and by the onset of irreversible damages at higher

count rates. An accurate estimation of the dynamic range of

the MCPs is challenging and here we provide an upper limit

for the MCP dynamic range by considering normal operating

conditions. Typical LEEM and PEEM set-ups operate at bias

voltages between 1.1 keV and 1.3 keV. At these bias voltages,

the maximum detectable current is limited between 5 nA and

0.08 nA, respectively, and, given an MCP diameter of 40 mm,

the maximum flux is between 0.4 and 25 Mcounts mm�2 s�1. A

key feature of the EIGER detector is that its dynamic range is

only limited by the counter size of 232 (or 4 � 109 counts).

There is a flux intensity above which the counting capability of

EIGER (as a single-particle-counting detector) loses linearity

as the particles arrive at too high a rate to leave enough time

for the signal to return to below the threshold. The rate of

detected particles nd follows the paralizable counter model:

nd = ni expð�ni �Þ, where ni is the incident rate and � is a dead-

time, in the range 150–600 ns according to the preamplifier

gain settings. Indeed, the more the signal is amplified,

the wider the pulse and the longer it will take to return

under threshold. The incident flux at which there is a 10%

loss in linearity has been measured with photons to be

0.2–0.7 Mcounts pixel�1 s�1 (32–126 Mcounts mm�2 s�1). At

higher incident fluxes (up to �1–4 Mcounts pixel�1 s�1,
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Figure 5
UV-PEEM image of a monolayer of graphene on a Ge buffer layer on
SiC(0001). The field of view is 25 mm � 25 mm. The red arrow in the
bottom-left highlights the detector region with a thinned entrance-
window as discussed in x3.2. (b) Line profiles across the long axis of
the two boxes with solid and dashed lines, by averaging along the
perpendicular direction (each 11 pixels wide) as shown in (a).



or �180–700 Mcounts mm�2 s�1), the detector counts

up to a maximum counter value of, respectively,

0.6–2.4 Mcounts pixel�1 s�1 (108–420 Mcounts mm�2 s�1),

after which the detected counts start to decrease with more

flux. Algorithms to correct for the EIGER non-linearity can

be applied both online and offline (Sobott et al., 2013; Johnson

et al., 2014), up to an incident flux corresponding to the

detected maximum. However, there is a variation in pixel-to-

pixel dead-times, while the correction is applied for an average

dead-time, hence it is advantageous to limit the incident flux

to less than 10% loss in linearity to limit the spread in pixel

differences to the few-percent level. The estimate given above

shows that the flux tolerated by EIGER is significantly higher

than the flux to which one can expose the MCPs.

The high dynamic range of the EIGER detector is

demonstrated in Fig. 6(a), which shows a low-energy electron

diffraction (LEED) pattern of a (7 � 7)-Si(111) (Schlier &

Farnsworth, 1959; Binnig et al., 1983) surface acquired in 4 s

in the LEED mode of SMART II. The investigated sample

surface was not perfectly clean in the present performance

measurements and the LEED pattern exhibits a high back-

ground intensity. For this reason the pattern is displayed using

logarithmic intensity scaling to make the (7 � 7) reconstruc-

tion diffraction spots more visible. The line profile taken along

the red elongated box shown in Fig. 6(a) is shown in Fig. 6(b).

The highest intensity reached at the (00) reflection spot is

2.5� 105 counts and the lowest, outside the Ewald sphere, has

0 counts. The non-zero counts outside the Ewald sphere from

pixels 280 to 286, shown in the inset, are probably due to slight

instrumental misalignment or scattering of electrons within

the microscope and are unlikely to be due to detector noise.

The high dynamic range of the EIGER is advantageous

specifically for quantitative analysis of electron diffraction

spot profiles where the signals span many orders of magnitude

and require excellent signal-to-noise ratios. We found in

further experiments, not shown here, that in 50 min of

acquisition with the microscope turned off the only signal

detected was consistent with cosmic rays. The corresponding

count histogram reveals that less than 3% of the pixels have

more than one count and only about ten out of 65536 pixels

have detected two counts.

5. EIGER performance measurements with X-PEEM

In X-ray photoemission electron microscopy (X-PEEM) the

samples are illuminated with intense, tunable synchrotron

radiation (Bauer, 2014). The X-PEEM imaging mode allows

one to perform spatially resolved X-ray absorption spectro-

scopy to obtain local chemical information. Magnetic or

ferroelectric phenomena with sensitivity down to the single

monolayer regime and below can be probed employing reso-

nantly enhanced linear or circular dichroic effects occurring

when exciting certain absorption edges with polarized X-rays.

The spatial resolution of X-PEEM in imaging mode is limited

to about 50 nm due to chromatic aberrations in conventional

instruments. It can be further reduced to almost 15 nm in

aberration-corrected instruments, which also have an

improved transmission (Schmidt et al., 2013).

Most X-PEEM instruments are equipped with an additional

energy analyzer, which can be used, for instance, to perform

local microspot X-ray photoelectron spectroscopy. For

imaging, the analyzer is usually set so that the secondary

photoelectrons can pass and impinge on the detector. Given

the high photon flux of undulator beamlines, high signal

intensities can be easily achieved in the imaging but also in

the spectroscopic modes. Moreover, the signal intensity in

X-PEEM depends on the X-ray absorption cross section
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Figure 6
(a) Image of the LEED pattern of a (7 � 7) reconstructed Si(111) surface.
The kinetic energy of the electrons was set to 29.4 eV. The LEED-image
intensity has been logarithmically rescaled. The two outer arrows, along
the elongated red box, indicate the (00) elastic reflected beam and the
(10) first-order diffraction spot. The other arrows in between are
distributed at integer multiples of a seventh of the (00)–(10) distance. The
red arrow in the bottom-left highlights the detector region with a thinned
entrance-window as discussed in x3.2. (b) Logarithmic plot of the line
profile across the long axis of the elongated red box as shown in (a). The
black arrows mark the same positions as in (a). The bottom-right of the
plot, for counts below 10, is expanded in the linear plot in the inset.
Notice that the line profile outside of the Ewald’s sphere eventually drops
to zero counts.



which, in addition to the element-specific resonances, depends

on the atomic number Z. Thus, the X-PEEM signal can

become very high for heavy elements such as Au or Pt even

without resonant excitation. As a consequence, X-PEEM

imaging has frequently to deal with sample features of very

different intensities. Thus, similar to LEEM and UV-PEEM,

the different operation modes and the strong intensity varia-

tions in typical samples call for a detector with high dynamic

range, high signal-to-noise ratio, and which is robust against

exposure to high electron intensities.

The EIGER performance has been tested in an X-PEEM

experiment at the SIM beamline at the SLS (Flechsig et al.,

2010; Guyader et al., 2012). As a test sample we chose Fe

nanoparticles with sizes between 8 and 20 nm deposited onto

Si wafers with Au marker structures (Kleibert et al., 2007). The

latter are used as references for alignment of the microscope

and for identifying the very same nanoparticles in different

instruments for complementary microscopy investigations. In

these studies, X-PEEM is used for acquiring X-ray absorption

spectra of individual nanoparticles and for magnetic char-

acterization by means of the X-ray magnetic circular

dichroism (XMCD) effect (Rodrı́guez et al., 2010; Vaz et al.,

2014). Such samples are challenging for X-PEEM, since they

are characterized by a low signal amplitude for individual

nanoparticles on top of a high signal background from the Si

substrate and a larger signal from the Au marker structures.

This combination requires finding a compromise for the signal

intensity for MCP detection and these samples are therefore

ideally suited for testing an alternative detector concept.

Besides carrying out the EIGER performance tests, our

interest was to investigate the magnetic properties of the Fe

nanoparticles upon exposure to ambient air following a

controlled oxidation process performed earlier on the same

sample (Vaz et al., 2014).

Fig. 7 shows X-PEEM images of the nanoparticle sample

recorded with the photon energy set to the iron L3-edge, at

about 709 eV. The left-hand column shows the MCP detector

images, while the right-hand column shows the EIGER

images. To facilitate a direct comparison of both detectors we

have chosen the same data acquisition time, which results in

about 2000 counts on the bare Si substrate surface. The

EIGER was used with a 12-bit counter to compare with the

MCP data, which are acquired with a 12-bit CCD camera. For

EIGER, trimming has been applied with a 8.5 keV threshold.

With these settings the lithographically made gold marker

structures appear in both images in Figs. 7(a) and 7(b) as the

brightest features, which are moreover saturated due to their

high X-ray absorption cross section when compared with the

Si substrate or the nanoparticles. Although the latter are

resonantly excited they appear only as less bright spots in both

detectors, visible only after adjusting the contrast level,

Figs. 7(c) and 7(d). However, this signal level (typically 5–10%

above the substrate background, as illustrated in the line scans

shown in the insets to Fig. 7) is sufficient to acquire X-ray

absorption spectra and to achieve good magnetic contrast by

means of the XMCD effect. Each spot corresponds typically to

the signal of an individual nanoparticle. When compared with

the EIGER detector, Fig. 7(d), the MCP image in Fig. 7(c)

shows much less contrast. This is due to spatial inhomogene-

ities in the MCP detector, which give rise to local variations in

intensity that are similar in magnitude to the nanoparticle

signal. This is clearly demonstrated in the line scans in the

respective figure insets, where the MCP background signal

arising from the detector inhomogeneities are of comparable

amplitude with the signal from the nanoparticles. As a quan-

titative electron-counting device the EIGER does not suffer

from inhomogeneities and thus delivers a good contrast and a
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Figure 7
X-PEEM images of supported iron nanoparticles recorded with the X-ray
photon energy set to the Fe L3-edge at about 709 eV using the MCP (left
column) and the EIGER (right column). (a)–(b) Images with contrast
optimized to observe the Au marker structures. Nanoparticles are seen
in both images as fainter spots. (c)–(d) The same images but with the
contrast optimized to visualize the nanoparticle signal. Insets show line
scans extracted along the dashed lines and normalized to the substrate
intensity. (e)–( f ) Flat-field and drift-corrected images with line scans in
the insets. For the MCP detector this processing leads to a much better
contrast of the nanoparticles, while it gives only a marginal improvement
for the EIGER. The red arrows indicate the signal of two nanoparticles.
Yellow arrows highlight some artefacts in the EIGER detector image
originating from the residual Al layer and their removal by the flat-field
normalization. Orange arrows highlight the removal of subtle inhomo-
geneities of the EIGER detector. The dark areas at the bottom and the
right-hand side of ( f ) are not EIGER detector features but result from
the sample drift correction.



much better visualization of the nanoparticles directly in the

raw X-PEEM images, as seen in Fig. 7(d).

In order to deal with the MCP detector inhomogeneities,

one typically acquires a flat-field image with a strongly defo-

cused objective lens setting to achieve a featureless bright

image. The latter is then used for normalization by means of

pixel-wise division of a raw X-PEEM image [as shown in

Fig. 7(c)] with the flat-field image. The result of such a

normalization is shown in Figs. 7(e) and 7( f) for both detec-

tors. For the MCP image this results in a significant

improvement of contrast, while for the EIGER detector such a

procedure has only a minor effect, because of its intrinsic

background-free counting mode. This is again evident in the

line scans shown in Fig. 7, where the normalization procedure

for the MCP removes most of the background contribution to

reveal the nanoparticle signal, while for the EIGER such a

procedure is less critical and the most visible effect is that of

cancelling the signal attenuation introduced by the remaining

Al layer at the edges of the detector, as indicated by the yellow

arrows in Figs. 7(d) and 7( f), and the removal of faint stripe

features from slight doping inhomogeneities in the detector, as

shown by the orange arrows [cf. Fig. 4(b)]. Such a low back-

ground signal in the EIGER is particularly useful for real-time

imaging, where the small signal from features in the sample

can be directly visualized. Another improvement of the data

quality is achieved by recording and processing another set of

data with the photon energy set at a few eV below the reso-

nant absorption edge, e.g. to 703 eV in the present case.

Pixelwise division of normalized and drift-corrected images

recorded at both energies, with the photon energy set to

the iron L3-edge and below, yields so-called X-ray PEEM

elemental contrast maps. Fig. 8 shows such maps recorded (a)

with the standard MCP detector used in an ELMITEC

microscope and (b) with EIGER. Since this operation

removes all contrast which does not originate from Fe, the

nanoparticles are now clearly visible in both detectors. In both

images one can clearly observe artefacts which result from the

saturated signals of the Au marker structures. While with MCP

this is unavoidable with this type of sample, the EIGER

detector can be used to circumvent this issue, by choosing a 32-

bit counter instead of the 12-bit counter, which provides an

increase in dynamic range by a factor 106.

Finally, we demonstrate the performance of both detectors

when recording magnetic contrast images. For this purpose,

the photon energy is set to the iron L3-edge and two images

are acquired with circularly left- and right-handed polarized

light. The XMCD effect leads then to a helicity- and magne-

tization-dependent variation in the absorption intensity of the

individual nanoparticles (Stöhr, 1995; Balan et al., 2014).

Magnetic contrast maps are obtained from pixelwise division

of normalized and drift-corrected X-PEEM images acquired

with opposite helicities. Similar to the elemental contrast

images, this procedure leads to a cancellation of all non-

magnetic contributions on the sample. As a result one finds in

both images in Figs. 8(c) and 8(d) magnetic contrast ranging

from white to black depending on the magnetization of the

individual nanoparticle. We observe that the EIGER data

reveal a remarkably large number of particles showing

magnetic contrast, indicating that the exposure to ambient air

did not affect the unusual high anisotropy state found

previously in these particles (Balan et al., 2014). The detection

of magnetic contrast further confirms the presence of a

metallic core (Pratt et al., 2014; Vaz et al., 2014), which is

assigned to a passivation of the nanoparticles achieved by the

controlled oxidation performed in the previous experiments

carried out with the MCP detector (Vaz et al., 2014; Lu et al.,

2007).

In summary, the EIGER yields data quality which is similar

or superior to the conventional MCP detectors used for

X-PEEM. Its particular strength is the high dynamic range,

which enables the investigation of samples which possess

features with large intensity differences. Its homogeneous

background is a huge advantage when attempting to focus on

objects with weak intensity, such as the present nanoparticles,

in real-time. Moreover, the background is constant in time

which is often not the case for the MCP. Finally, the EIGER

avoids the danger of detector damage by overexposure, which

makes the instrument robust for general user experiments

carried out at large-scale synchrotron facilities.

6. Conclusions and prospects for a dedicated EIGER
PEEM set-up

In this paper we report the use of the EIGER Si hybrid pixel

detector as a detector for low-energy electrons in PEEM
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Figure 8
Drift-corrected X-PEEM images of supported iron nanoparticles
recorded using the MCP (left column) and the EIGER (right column).
(a)–(b) Elemental contrast maps, in which the signal of the Fe-containing
parts of the sample is enhanced with both detectors. (c)–(d) Magnetic
contrast maps obtained from flat-field and drift-corrected X-PEEM
images recorded with right- and left-circularly polarized light.



experiments. EIGER is characterized by a small pixel size

(75 mm � 75 mm) and high frame rate (up to 23 kHz). While

EIGER has been optimized for photon detection, it is very

suitable for electron detection with only minimal modifica-

tions to the sensitive part of the detector. In particular, we

show that removal of the Al protection layer is the key to

achieving good sensitivity for EIGER. The detector settings

have been studied and optimized for electrons: it has been

shown that the optimal detector threshold setting is at half the

electron energy minus the energy lost in the backplane. It is

advantageous to apply pixel-to-pixel corrections to homo-

genize the threshold on the whole detector. In addition,

one can further improve the image by applying a flat-field

correction. The major advantage compared with a standard

MCP detector is the higher signal-to-noise ratio, which allows

direct imaging even of small structures without the need of

applying real-time corrections, resulting in an easier sample

alignment procedure and faster judgment of the image quality

in real time. In addition, the detector has a dynamic range of

32-bits thanks to the on-board image summation. The very

high frame rate (23/12/6 kHz in 4/8/12 bit mode) provides time

resolution for real-time imaging and short exposures for

radiation-sensitive samples.

We have further demonstrated that EIGER can be

employed successfully as a detector for PEEM and we envi-

sage that the following additional developments will make

EIGER very attractive for electron and X-ray spectro-

microscopes:

(i) The sensitive area can be enlarged3 from 2 cm � 2 cm to

4 cm � 4 cm, or 256 � 256 pixels to 512 � 512 pixels. This

improvement is possible by tiling together 2 � 2 readout chips

(quad) and bonding them to a single 4 cm � 4 cm sensor.

There is no dead area within the quad geometry thanks to the

double/quadruple-size sensor pixels at the boundaries of the

readout chips. Interpolation of the counts for these edge pixels

with the neighbouring pixels is possible. The standard EIGER

readout set-up is already suitable for readout up to four chips,

so only a simple software adaptation for the display of the

quad geometry is needed.

(ii) A new sensor has been designed for the quad and has

been optimized to have a thin backplane without the Al layer

to provide an overall thin entrance window of approximately

200 nm, which is suitable for low-energy (8–20 keV) electrons

and low-energy photons. A backplane thickness of 200 nm

would allow electrons of 20 keV (10 keV) to lose only 0.5 keV

(0.9 keV) (NIST, 2017) before being detected. The sensor

thickness will be maintained at 320 mm, although a thinner

sensor is a possibility for future upgrades for higher spatial

resolution by reducing the diffusion of charge cloud (and

charge sharing) during drifting.

As the dimensions of the EIGER quad adapt well to the

field of view normally used by the ELMITEC electron

microscopes, permanent EIGER set-ups are foreseen.
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