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Small-angle X-ray photon correlation spectroscopy (XPCS) measurements

spanning delay times from 826 ns to 52.8 s were performed using a photon-

counting pixel array detector with a dynamic range of 0–3 (2 bits). Fine

resolution and a wide dynamic range of time scales was achieved by combining

two modes of operation of the detector: (i) continuous mode, where data

acquisition and data readout are performed in parallel with a frame acquisition

time of 19.36 ms, and (ii) burst mode, where 12 frames are acquired with frame

integration times of either 2.56 ms frame�1 or 826 ns frame�1 followed by

3.49 ms or 1.16 ms, respectively, for readout. The applicability of the detector for

performing multi-speckle XPCS was demonstrated by measuring the Brownian

dynamics of 10 nm-radius gold and 57 nm-radius silica colloids in water at room

temperature. In addition, the capability of the detector to faithfully record one-

and two-photon counts was examined by comparing the statistical distribution

of photon counts with expected probabilities from the negative binomial

distribution. It was found that in burst mode the ratio of 2 s to 1 s is markedly

smaller than predicted and that this is attributable to pixel-response dead-time.

1. Introduction

The implementation of multi-bend achromat (MBA) lattices

in new and existing synchrotron-based X-ray sources (e.g.

Eriksson et al., 2014) will provide large increases in time-

average coherent flux and promises even more dramatic gains

in the time resolution of X-ray photon correlation spectro-

scopy (XPCS) measurements since minimum accessible delay

times scale with the square of the coherent flux (Jakeman,

1973; Falus et al., 2006). To achieve the promised gains in

time resolution, however, corresponding developments are

required in high-speed high-fidelity XPCS-relevant area

detectors. For XPCS, area detectors have demonstrated

considerable gains over point detectors because they span

a range of reciprocal space enabling so-called multi-speckle

XPCS with improved signal-to-noise ratio (SNR) for the same

radiation dose (Dierker et al., 1995; Lumma et al., 2000; Falus

et al., 2006; Leitner et al., 2009; Vodnala et al., 2018; Verwohlt

et al., 2018), direction-sensitive studies (Livet et al., 2006;

Fluerasu et al., 2008; Burghardt et al., 2012; Shinohara et al.,

2013; Rogers et al., 2014; Wandersman et al., 2015; Nygård et

al., 2016; Lhermitte et al., 2017) and the measurement of two-

time correlation functions that provide information about
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intermittent dynamics and fluctuations away from equilibrium

conditions (Malik et al., 1998; Sutton et al., 2003; Sanborn et al.,

2011; Müller et al., 2011; Orsi et al., 2012; Evenson et al., 2015).

In recent years, photon-counting pixel array detectors (PADs)

have emerged as powerful tools for a number of X-ray scat-

tering techniques because of their ability to faithfully record

wide-dynamic-range signals at synchrotrons, their absence of

readout noise and dark currents, their narrow point-spread

response, large collection areas and relative ease of use (e.g.

Broennimann et al., 2006; Kraft et al., 2009). Such detectors

have also found application in XPCS measurements because

of their increasingly fast continuous frame rates and relatively

small pixel sizes (Johnson et al., 2012; Westermeier et al., 2016;

Zhang et al., 2016). Comparing frame rates across different

detectors, though an important metric for XPCS, is not so

straightforward because of varying sensor sizes, bit depths and

‘continuous’ acquisition times that often, in practice, require

pauses for moving data from one location to another. Within

these qualifiers, however, the fastest continuous frame rate for

XPCS-suitable PADs is currently about 50 kHz (Zhang et al.,

2017). One way to significantly increase the frame rate is using

a so-called burst mode that takes frames at very high speed by

using memory local to a pixel to store a typically small number

of frames before a slower readout. Several X-ray detectors

using this mode of operation have been developed recently

(Becker et al., 2011, 2013; Schwandt et al., 2013; Philipp et al.,

2016). To date, these detectors are targeted towards X-ray

free-electron laser applications and have limited potential

usefulness for XPCS at storage-ring-based light sources

because of their relatively large pixels and, more significantly,

because the time scales provided during the burst, and the

repeat between bursts, do not overlap yielding gaps in the

desired continuous spectrum of XPCS delay times.

Here we present the use of the ultrafast X-ray camera

(UFXC32k) (Grybos et al., 2016; Koziol et al., 2018) previously

used for XPCS in a continuous measurement mode up to

50 kHz (Zhang et al., 2017), in both burst and continuous

modes to provide access to XPCS delay times from 826 ns to

52.8 s. In burst mode, the detector acquires 12 frames at one of

two frame rates: 390 kHz (for 31 ms) or 1.2 MHz (for 9.9 ms).

We demonstrate the applicability of this detector for XPCS by

measuring the Brownian dynamics of 10 nm-radius gold and

57 nm-radius silica nanoparticles in water. We also assess the

ability of the detector to record scattered X-rays with high

fidelity by analyzing the statistical distribution of one- and

two-photon counts (1 s and 2 s) in a pixel within single-frame

exposure times, te, of 2.56 and 19.36 ms. We compare the

measured distribution of counts with expectations for scat-

tering with a partially coherent X-ray beam and find that for

the burst-mode measurements the ratio of 2 s to 1 s is signif-

icantly less than expected. We show that this difference is

attributable to pixel-response dead-time, �D. The remainder of

this paper is organized as follows: x2 summarizes the instru-

mentation, x3 discusses small-angle X-ray scattering (SAXS)

and XPCS measurements made with the UFXC32k,

x4 examines the distribution of photon counts recorded by the

detector, and x5 concludes.

2. Instrumentation

The UFXC32k detector is a dual-counter photon-counting

PAD comprising 128 � 256 75 mm-square pixels. The sensor

layer is silicon and is 320 mm thick. Technical details regarding

the sensor design and the digitizing electronics have been

published previously (Grybos et al., 2016; Koziol & Maj, 2018).

The detector control unit (DCU) is implemented using the

National Instruments (NI) 7935 FlexRIO system equipped

with the Kintex-7 xc7k410t FPGA, 2 GB of DRAM and

an NI 6589 adapter module and was programmed using

LabVIEW. The DCU implements both burst and continuous

modes of operation; switching between modes is performed in

the software. To achieve the highest frame rates, the dynamic

range is set to 2-bits (0–3) for both modes of operation. With a

2-bit dynamic range, the frame rate in both continuous and

burst modes depends only on the frequency of the clock signal

sent to the detector by the DCU, so the faster the clock rate,

the faster the frame rate. For our measurements the clock rate

was set to 440 MHz in continuous mode and 310 MHz or

100 MHz in burst mode during 1.2 MHz or 390 kHz frame

acquisition, respectively.

Another feature in the control system is data sparsification.

Before the FPGA sends the frames accumulated inside

DRAM memory to the DCU, it sparsifies the data. The spar-

sification algorithm sends only the addresses of pixels that

were hit together with their counter values and the frame

number in the data acquisition sequence. This approach

produces smaller per-frame data sets allowing more frames to

be collected before pausing and also makes the entire data

acquisition pipeline faster than it would be otherwise. Lastly,

we note that the continuous frame rate of nearly 52 kHz is

considerably higher than the 11.8 kHz frame rate that was

reported recently for the same detector system (Zhang et al.,

2016). The key feature that allowed the system to operate at

higher frame rates in continuous mode was an upgrade of the

DCU that now allows the digital communication to operate at

considerably higher speeds.

In continuous mode, as illustrated in Fig. 1(a), the detector

operates at a frame rate of 51.67 kHz, i.e. an exposure time of

19.36 ms, for the largest number of frames that can be accu-

mulated in the DCU before acquisition is paused and the

frames read out and transferred to a device with more storage.

During this mode, each pixel is connected to two counters that

are configured to alternately accumulate photon hits and then

be read out, largely eliminating exposure dead-time; i.e. during

one 19.36 ms exposure, counter 2 is accumulating X-ray counts

while counter 1 is read out within this period, whereas in the

next 19.36 ms exposure counter 1 is accumulating X-ray counts

while counter 2 is being read out, and so on. The minimum

delay time in this mode is the frame spacing of 19.36 ms while

the longest delay time depends on a combination of the 2 GB

of DRAM accessible by the FPGA and the signal level since

the data are sparsified. For our measurement conditions this

was a little over 3.87 s (200000 frames).

In burst mode, as illustrated in Fig. 1(b), the detector

acquires 12 frames and stores the counts in the two 14-bit
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counters that are integral to each pixel before a longer pause

during which the frames stored in the counters are moved to

the DCU. Following this, the next burst is acquired. This

process can be repeated until the DCU memory is filled and

acquisition is paused for a longer period while the frames are

transferred to another storage device. We tested this mode at

two frame rates: the first, 390 kHz, provided an exposure time

of 2.56 ms with a gap between bursts of 3.49 ms, while the

second, 1.2 MHz, provided an exposure time of 826 ns with a

gap between bursts of 1.16 ms. For the measurement condi-

tions in this manuscript, the maximum number of frames

acquired during either burst mode was 180000. As illustrated

in Fig. 1(b), the longest delay time achieved during a 390 kHz

burst is 11 � 2.56 = 28.16 ms and this exceeds the shortest

delay time in continuous mode. Moreover, the longest delay

time achieved during a 1.2 MHz burst is 11 � 0.826 = 9.1 ms

and this exceeds the shortest delay time in the 390 kHz burst

mode. The combination of three exposure times using burst

and continuous modes provides a gap-free measurement of

delay times spanning 826 ns to 52.8 s. In the remainder of this

document we refer to the combination of burst- and contin-

uous-mode measurements as hybrid-mode measurements.

3. SAXS and XPCS

We evaluated the detector’s ability to perform hybrid-mode

XPCS measurements by making time-resolved coherent

SAXS measurements, i.e. SA-XPCS measurements, at beam-

line 8-ID-I at the Advanced Photon Source (APS). The

measurements were made in 324-bunch non-top-up mode

operation of the storage ring. In this mode, the time between

X-ray pulses is 11.4 ns, the bunch currents are uniform and

they vary smoothly from 0.32 to 0.26 mA per bunch over the

course of each 12 h fill. One benefit of this mode is the uniform

current per bunch that eliminates aliasing effects that could

appear in burst-mode data from the uneven distribution of

bunch currents during the APS’s more typical 24-bunch top-

up operation since the storage ring revolution time of 3.682 ms

is longer than the burst-mode exposures of 826 ns or 2.56 ms. A

drawback is that the bunch separation is considerably less than

the pixel-response dead-time, �D (Walko et al., 2008), that we

estimate is 130 ns (see below). As we will discuss later, �D

affects the detector’s ability to faithfully record two (or more)

one-photon hits in a pixel in a frame and this issue, especially

during burst exposures, noticeably impacts determination

of the speckle-pattern contrast via statistical distribution

methods (Hruszkewycz et al., 2012; Inoue et al., 2012; Li et al.,

2014; Verwohlt et al., 2018). This issue, however, has a negli-

gible effect on average intensity measurements or time-series

XPCS measurements provided that the characteristic sample

fluctuation times are long compared with �D and the per-pixel

signal rates are well below 1=�D (Schätzel, 1986); both of these

conditions are satisfied for the measurements presented below

(Figs. 2–5).

The X-ray beam was generated by tandem 33 mm-period,

2.4 m-long undulators. A plane silicon mirror at a deflection

angle of 5 mrad was used to filter out higher harmonics and a

Ge(111) monochromator with a relative bandpass of 0.03%

full width at half-maximum (FWHM) selected a 10.91 keV

X-ray beam. A 180 mm vertical portion of the incident beam

(approximately the vertical coherence length at the position of

the focusing optic) was focused 2 m downstream to a FWHM

at the sample position of 2 mm using Be compound refractive

lenses. In the horizontal direction, a 20 mm horizontal colli-

mating slit selected a few horizontal coherence lengths of

the incident beam. The partially coherent flux at the sample

position was 3.8� 1010 photons s�1. Three guard slits between

the beam-defining slits and the sample were used to reduce

parasitic scattering. The detector was placed 4 m downstream

of the sample and a tungsten beamstop immediately upstream

of the detector blocked the transmitted direct beam.

We performed SA-XPCS measurements of citrate-capped

spherical gold nanoparticles dispersed in water at a volume

fraction of 0.026% and silica nanoparticles dispersed in water

at a volume fraction of 2.5%. All measurements were made at

room temperature. For the gold nanoparticles, the sample was

contained in a 1.5 mm-diameter quartz capillary. For the silica

nanoparticles, the sample was sealed in an aluminium cell with

Kapton windows for X-ray access. The sample thickness along

the X-ray beam is 1.5 mm. Fig. 2 shows the 2D scattering from

the gold nanoparticle sample: Fig. 2(a) shows the time average

of 20000 frames collected in continuous mode (0.39 s of

counting time) while Fig. 2(b) is the average of 30000 frames

collected in 2.56 ms burst mode (8.702 s = 0.077 s of counting

time and 8.625 s of counter readout). The x and y axes are in
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Figure 1
Illustration of the timing structures for (a) continuous- and (b) burst-
mode acquisition. In continuous mode, the two counters per pixel
alternate between accumulating events and being read out. In burst
mode, the counts in 12� short exposures are stored in the pixel-local
counters before a longer interval is used to read out the stored data. The
schematic below (b) illustrates pixel-response dead-time and its effect on
recording multiple photons in a single exposure.



units of Q where Q = 2k sinð2�=2Þ is the wavevector transfer,

k = 2�=� is the wavevector, � is the X-ray wavelength and 2� is

the scattering angle.

Fig. 3 shows the 1D SAXS results for the gold and silica

nanoparticle suspensions obtained by azimuthally averaging

the 2D scattering intensities like those shown in Fig. 2 around

the origin of reciprocal space. The intensities are plotted

versus scaled wavevector QR where R are the fitted radii

of the different nanoparticle suspensions. Open and closed

symbols are gold suspension continuous- and burst-mode data,

respectively, while plus symbols are data from the silica

suspension. The gold continuous-mode results were collected

at five detector positions to span a larger range of reciprocal

space, but because of intensity limitations the XPCS analysis

was confined to the smallest Q values shown by the green

shaded rectangle in Fig. 3. The difference in intensities

between the continuous- and burst-mode gold data is the ratio

of exposure times while the intensities from the silica

suspension are higher because of the larger particle size and

concentration. The nanoparticle sizes can be estimated by

fitting the data to a model comprising spherical particles

having a Gaussian size distribution (Rieker et al., 1999). For

gold, reasonable agreement is found between the experi-

mental results and the form factor for spheres with a mean

radius of 9.8 nm and a standard deviation of 0.8 nm (black

dashed line). The discrepancy at smaller Q likely arises from

some aggregation of the gold nanoparticles which might have

occurred because the sample was not measured for a long time

after it was purchased from the vendor. For silica, the same

analysis yields a mean nanoparticle radius of 56.8 nm and a

standard deviation of 4.8 nm.

The Q-dependent intensity autocorrelation functions,

g2ðQ; tÞ, of the nanoparticle suspensions are calculated

according to

g2ðQ; tÞ ¼

�
hIi;jðt

0Þ Ii;j t 0 þ tð Þit 0
�
i;j�

hIi;j t 0ð Þit 0
�
i;j

�
hIi;j t 0 þ tð Þit 0þt

�
i;j

; ð1Þ

where t is the delay time, and Ii;jðt
0Þ and Ii;jðt þ t 0Þ are the

scattering intensities at pixel (i; j) collected at times t 0 and

t þ t 0, respectively. As discussed previously (Wong & Wiltzius,

1993; Dierker et al., 1995; Cipelletti & Weitz, 1999; Lumma

et al., 2000) and reflected in equation (1), the correlations

(numerator) are computed on a pixel-by-pixel basis first and

then can be averaged within annuli of nominally equivalent Q

values to obtain improved signal. This approach also has the

virtue of allowing the speckle contrast to be determined in a

time series even if the sample is static (Lumma et al., 2000).

The correlations in the numerator are computed using the

so-called multi-tau algorithm (Schätzel, 1990, 1993; Cipelletti

& Weitz, 1999; Magatti & Ferri, 2001) yielding logarithmically

spaced delay times. The averages in the denominator are

calculated using smoothed symmetric normalization (Lumma

et al., 2000). The pixel averages h. . .ii;j were performed over

pixels that fall within a range of Q approximately one pixel

wide (1.0 � 10�4 Å�1) to eliminate the effect of intensity

variations with Q on g2. The g2ðQ; tÞ values are further binned

by a factor of ten in Q to improve the SNR with the error bars

approximated by the standard deviation of the g2 values

calculated for each pixel within each Q bin.

To calculate g2 for data acquired in hybrid mode, up to five

time scales must be managed. Burst-mode data provide

2.56 ms- and 3.52 ms-resolution (3.49 ms + 12 � 2.56 ms, solid

diamonds in Figs. 4 and 5) and 826 ns- and 1.17 ms-resolution

(1.16 ms + 12� 0.826 ms, empty diamonds in Fig. 5) results and

g2 for data acquired in each of these modes is calculated using

the framework developed for kinetics-mode area-detector
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Figure 3
SAXS intensity from continuous and 2.56 ms burst modes versus the
scaled wavevector transfer QR. Dashed lines are fit results described
in the text. Shaded regions indicate the ranges where the intensity
autocorrelation functions displayed in Figs. 4 and 5 have been calculated.

Figure 2
Time-average 2D SAXS patterns acquired from the gold nanoparticle
suspensions using (a) continuous- and (b) 2.56 ms burst-mode operation
of the detector. The white circle in the center of each image is the shadow
of the beam stop that has been masked out of the analysis while isolated
white pixels are blemishes that have also been masked out.



XPCS data (Lumma et al., 2000). Continuous-mode data

provide 19.36 ms-resolution results (open circles in Figs. 4 and

5). The g2 values from the burst and continuous modes are

merged to produce g2 values like those presented in Figs. 4

and 5.

Fig. 4 shows �g2 = g2 � 1 plotted versus the delay time

for Q = 0.0042 Å�1. The 2.56 ms burst-mode measurements

contain 30000 frames and were repeated 800 times to improve

the SNR, while continuous-mode measurements contain

20000 frames and were repeated 200 times. The burst-mode

results become increasingly noisy at larger delay times within

each burst sequence because there are increasingly fewer

intensity pairs to correlate. Nevertheless, there is good overlap

with the continuous-mode data, and for correlation function

fitting we can exclude the noisiest burst-mode data and use

just the continuous-mode data.

As shown by the fit result (black dashed line) in Fig. 4,

�g2ðQ; tÞ is well described using a Q-dependent exponential

decay,

�g2ðQ; tÞ ¼ �1 exp
�
� 2t=�ðQÞ

�
; ð2Þ

where �1 is the amplitude of the correlation function in the

limit t ! 0 and reflects instrumental effects like the coher-

ence of the beam relative to beamline aperture sizes and the

pixel size of the detector, and �ðQÞ is the Q-dependent

correlation decay time. For simple diffusion anticipated for a

dilute solution of spherical nanoparticles, �ðQÞ = 1=ðD0Q2Þ,

where D0 = kBT=ð6��RÞ is the diffusion coefficient, kB is

Boltzmann’s constant, T is the temperature, � is the viscosity

and R is the particle radius. Open squares in the inset show the

fitted values of � versus Q and the solid line is a fit to these

data with the slope fixed at �2. The slope was fixed to �2

because the Q-range of our measurements is not sufficient to

enable more quantitative analysis (and because there is no

reason to believe that the slope should not be �2 for the

relatively dilute suspension that we studied). Evidently, our

results are consistent with the nanoparticles exhibiting simple

Brownian diffusion. Given the evidence for aggregation seen

at small Q in Fig. 3, we calculated the radius of gyration of

the gold nanoparticle suspension from the fitted line using � =

8.9� 10�4 Pa s�1 (the viscosity of water at room temperature)

and find R = 19.9 nm. This is a factor of two larger than the

SAXS results. In this same vein, we note that from the vendor

we know that the gold nanoparticles have a �2 nm-thick

citrate capping layer (that is largely invisible to SAXS) so,

with regards to diffusion, even un-aggregated gold particles

would have a hydrodynamic radius of 11.8 nm. Ultimately,

these discrepancies reflect the fact that SAXS and XPCS are

sensitive to different things: SAXS sees the size of the gold

in the nanoparticles (and some aggregation of the gold) while

XPCS sees the diffusion of the suspension which depends on

the particle hydrodynamic radius and aggregation.

Fig. 5 presents results like those discussed above but for the

57 nm-radius silica nanoparticles. The particles scatter more

and the diffusion is slower so the quality of the measured

correlation function is much higher. Both the 826 ns and

2.56 ms measurements contain 180000 frames and were repe-

ated 100 and 13 times, respectively, to improve the SNR while

continuous-mode measurements contain 50000 frames and

were repeated 20 times. The inset to Fig. 5 shows the fitted

results for �ðQÞ (open squares) with a line of slope equal to�2

fitted to the points. The particle radius is determined as

described above and yields R = 64.8 nm. This is 14% larger

than the radius determined from SAXS.

As discussed above, the error bars on g2 determined via

the variance of g2 within nominally equivalent Q bands and

plotted in Figs. 4 and 5 are quite different because of the large

difference in scattering signals among other factors. Under

assumptions applicable to our measurements the expected

SNR for a measurement of g2 has previously been shown to be

(Falus et al., 2006)

SNRg2
¼ �1hIi te Nf Np

� �1=2
: ð3Þ
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Figure 4
Time autocorrelation determined for gold suspension hybrid-mode data.
The dashed line is a fit as described in the text. The inset shows � versus Q
(open squares) and the solid line is a fit with the slope set to �2.

Figure 5
Time autocorrelation determined for silica suspension hybrid-mode data.
The dashed line is a fit as described in the text. The inset shows � versus Q
(open squares) and the solid line is a fit with the slope set to �2.



hIi is the average count rate per pixel, te the exposure time,

Nf the number of frames (measurement time), and Np the

number of pixels in the time and pixel averages in equation

(1). It can be seen that the quality with which g2 is measured

can be improved, for example, by acquiring more frames

(measuring longer) or with more coherent flux.

Equation (3) also demonstrates the power of multi-speckle

XPCS since the SNR increases with the square root of the

number of equivalent measurements (pixels). Fig. 6(a) shows

the signal in a single frame from the 57 nm-radius silica

suspension acquired during 1.2 MHz burst-mode operation.

The gray circle is the masked-out shadow of the direct-beam

stop, the dashed circles are the dynamic Q partitions and the

red and green dots are pixels that registered one or two

photon counts, respectively, in the frame. This figure empha-

sizes how sparse the acquired data are, but, because many

signals are acquired in parallel, high-quality correlation

functions like those shown in Figs. 4 and 5 are obtained. For

reference, Fig. 6(b) shows the number of pixels contributing to

the static (open circles) and dynamic (solid squares) Q parti-

tions as discussed relative to equation (1). Lastly, though the

g2 SNR can be improved by repeating and averaging the same

measurement, Fig. 6(c) shows that even a single 826 ns burst

sequence of 180000 frames acquired from the 57 nm-radius

silica suspension (0.15 s of signal measurement) yields g2 with

sufficient accuracy to distinguish the short-time amplitude of

g2 from the long-time baseline.

4. Photon counts distribution

The average count rates per pixel are low because of the

combination of selecting a partially coherent X-ray beam from

a third-generation synchrotron, short exposure times and the

relatively dilute suspensions of small particles. On the one

hand, this means that a 2-bit counter per pixel is sufficient for

our measurements. On the other hand, since such low signals

are recorded, it is instructive to know how well the detector

records small numbers of scattered photons. We evaluated the

detector’s capabilities in this regard by examining the distri-

bution of photon counts recorded during exposure times for

continuous and 2.56 ms burst-mode operations and comparing

the observed distributions with expectations for scattering

with a partially coherent X-ray beam.

The expected distribution of photon counts depends, for

example, on the beam coherence, dynamics in the sample and

the exposure time, and has been described previously for a

variety of detectors and experiment configurations (Livet et

al., 2000; Gutt et al., 2009; Hruszkewycz et al., 2012; Li et al.,

2014; Wingert et al., 2015; Verwohlt et al., 2018). For a partially

coherent beam, the probability for k photons to be recorded in

a pixel when the average count rate per pixel is �kk is given by

the negative binomial distribution (Hruszkewycz et al., 2012)

PðkÞ ¼
�ðkþMÞ

�ðMÞ�ðkþ 1Þ
1þ

M

�kk

� 	�k

1þ
�kk

M

� 	�M

; ð4Þ

where M is the number of coherent modes and � is the gamma

function. In the limit of large M the probability reduces to the

Poisson distribution: PðkÞ = �kk k expð� �kkÞ=k!. Other factors that

affect the measured distributions are pixel-response dead-

time, which is the time for the pixel electronics to recover after

counting a photon, and the fact that the UFXC32k is a

counting detector so any two-photon scattering events from a

single bunch into a single pixel will be recorded as a single

count. The pixel-response dead-time, �D, of the UFXC32k has

previously been measured to be as low as �D = 85 ns (Grybos

et al., 2016) with near linear response to incoming photon

fluxes to �106 photons pixel�1 s�1. The maximum scattering

signals in our measurements, around 104 photons pixel�1 s�1,

are well below this limit. Moreover, �D is much greater than

the bunch separation (11 ns) suggesting that the source

effectively appears continuous and the bunch structure is not

important. These suggest, at first glance, that pixel-response

dead-time need not be considered further and this is true for

measurements of the average intensity (see below). On the

other hand, measuring the contrast in a speckle pattern via

speckle visibility depends sensitively on the relative distribu-

tion of 1 s and 2 s recorded in the detector during each inte-

gration time. Specifically, in the limit of weak scattering,

Hruszkewycz et al. (2012) showed that

� ¼
2Pð2Þ ½1� Pð1Þ�

Pð1Þ2
� 1; ð5Þ

with PðiÞ the probability of i photons being recorded in a pixel

during an exposure time.
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Figure 6
1.2 MHz burst-mode data acquired from the 57 nm-radius silica
suspension. (a) A single frame showing the sparsity of the signal.
(b) Number of equivalent pixels in the static (open circles) and dynamic
(solid squares) partitions. (c) �g2 calculated from one burst-mode
acquisition sequence of 180000 frames.



Fig. 7 shows the � values calculated using equation (5) from

the measured distribution of 1 s and 2 s for 2.56 ms burst-

(open diamonds) and continuous-mode (open circles) data as

a function of Q. Two features are immediately apparent. First,

the � values for continuous mode are roughly comparable with

the amplitude of �g2 (�1: dashed line) as one would expect

since the exposure time of the detector is essentially fast

enough to capture the short-time amplitude of g2 (see Fig. 4).

A more thorough comparison would require comparing �
determined via this visibility approach with smeared values of

�1 determined via a time autocorrelation. Details of this type

of analysis are available and have been performed elsewhere

(Bandyopadhyay et al., 2005; Li et al., 2014; Seaberg et al., 2017;

Verwohlt et al., 2018). We have not pursued this approach here

because with the limited integration times currently available

from the UFXC32k (826 ns and 2.56 and 19.36 ms) we will not

learn new information about the sample dynamics beyond

what is available from measuring g2. Second, and more

striking, the � values obtained in burst mode are negative

indicating that the ratio of 2 s relative to 1 s is less than

expected. This observation is made more evident in Fig. 8 that

shows the measured probability of one- and two-photon

occurrences (top and bottom panels, respectively) as a func-

tion of the average intensity in a pixel. The solid and dashed

lines show the expected probabilities for fully coherent (M =

1) and fully incoherent (Poisson) scattering, respectively.

The measured probability of 2 s is slightly below even that

expected for the Poisson distribution.

We consider two origins for the relative lack of 2 s: (i) two-

photon hits from a single bunch being recorded as a one-

photon hit because the UFXC32k is a counting detector, and

(ii) the pixel-response dead-time suppressing the registration

of more than one hit (from different bunches) during an

exposure. The probability of two-photon events from a single

bunch is proportional to Pð1Þ2. This probability is considerably

smaller than the probability for two 1 s from different bunches

so is not a significant factor. With respect to pixel-response

dead-time, as illustrated schematically in the bottom portion

of Fig. 1(b), a photon hit (bold magenta signal) will preclude a

second photon hit being counted if the photon arrivals are

separated by a time gap shorter than the pixel-response dead-

time (signals in the dashed yellow boxes). This is a more

important effect for burst-mode because the relative error

arising from this, 2�D=te (Zhou, 2008), is much bigger.

To test this idea, we examined how the burst-mode �-values

(Fig. 7) would change for different �D. The solid diamonds in

Fig. 7 are the � values determined from the burst-mode data

if the number of 2 s was increased to correct for �D = 130 ns.

Such a correction would result in a 10.2% increase in the

number of 2 s. The pixel-response dead-time for the UFXC32k

has previously been measured to be as low as 85 ns but,

depending on details of how the detector has been configured,

can be as high as 240 ns (Grybos et al., 2016). The dead-time

was not measured for the particular detector configuration

that we used but, based on our knowledge of the configuration

we used and how similar and different it is to other config-

urations that have been tested, we estimate �D = 125–150 ns

which encompasses our value of 130 ns.

To conclude this section we note that the photon-distribu-

tion effects we have been discussing do not affect either the

measurement of g2 determined by a time series of intensities

(Figs. 4 and 5) or precise measurements of the time-average

scattered intensity (Figs. 2 and 3). With respect to measuring

time correlation functions with high fidelity, we note that �D

affects measurements only when the sampling time is

comparable with �D or the per-pixel count rate is high and
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Figure 8
2.56 ms burst-mode measured probabilities (open symbols) for one- and
two-photon counts (top and bottom panels, respectively) in a pixel as a
function of the average intensity in a pixel. The solid and dashed lines
are the calculated probabilities for fully coherent and fully incoherent
(Poisson) scattering.

Figure 7
� values determined by comparing the relative distribution of one- and
two-photon events for 2.56 ms burst- (open diamonds) and continuous-
mode data (open circles) acquired from the gold suspension. The solid
diamonds are � values calculated after correcting for pixel-response
dead-time. The dashed black line indicates � = �1 obtained from a static
reference sample. The error bars are estimated from the standard
deviation of � in each Q bin.



non-linearity occurs (Schätzel, 1986). In our study, the smallest

sampling time is six times larger than our estimate for �D

(130 ns) and the highest count rate, 104 photons pixel�1 s�1, is

100 times smaller than where saturation non-linearity starts

to occur (Grybos et al., 2016). With respect to time-average

intensity measurements, we note that the one-photon count

rates are far less than where saturation non-linearity occurs,

while, for two photons, the dead-time leads to a 10.2%

(2�D=te) reduction in signal in the burst mode (and less in the

continuous mode). The contribution of 2 s to the total inten-

sity is less than 2% so the effect of �D on the total recorded

intensity is 0.2% which is much smaller than the error bars

in Fig. 4.

5. Conclusions

We have demonstrated greatly increased time resolution for

multi-speckle XPCS by using the UFXC32k detector in a so-

called hybrid mode that combines burst and continuous modes

to achieve XPCS sampling times continuously spanning 826 ns

to 52.8 s or nearly eight decades in delay time. By combining

the g2 values calculated from these modes, we have demon-

strated sub-microsecond-resolved multi-speckle XPCS. We

have also demonstrated the ability of the UFXC32k to faith-

fully record scattered X-rays at low count rates by comparing

the probability of expected and measured photon counts and

show that these results are consistent with g2 measurements

provided that pixel-response dead-time effects are included.

On the one hand, our results demonstrate the need for PADs

with increasingly smaller values of �D. On the other hand, our

results show that multi-speckle g2 measurements continue to

work well at very short delay times even at very low average

signal levels. Our work makes progress toward a key

requirement for fully utilizing anticipated MBA sources for

XPCS, namely the need for XPCS-suitable area detectors to

record scattered X-rays with high fidelity and at very high

frame rates spanning a large dynamic range in time.

Acknowledgements

We are grateful for the expert technical assistance of Ray

Ziegler and helpful conversations with Miaoqi Chu. This

material is based upon work supported by Laboratory

Directed Research and Development (LDRD) funding from

Argonne National Laboratory, provided by the Director,

Office of Science, of the US Department of Energy under

Contract No. DE-AC02-06CH11357. This research was

performed on beamline 8-ID-I of the APS, a US Department

of Energy (DOE) Office of Science User Facility operated for

the DOE Office of Science by Argonne National Laboratory.

Funding information

Funding for this research was provided by: US Department of

Energy, Office of Science (award No. DE-AC02-06CH11357);

National Center for Research and Development, Poland

(award No. PBS1/A3/12/2012); National Science Center,

Poland (award No. UMO-2016/21/B/ ST7/02228).

References

Bandyopadhyay, R., Gittings, A. S., Suh, S. S., Dixon, P. K. & Durian,
D. J. (2005). Rev. Sci. Instrum. 76, 093110.

Becker, J., Bianco, L., Dinapoli, R., Göttlicher, P., Graafsma, H.,
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Li, L., Kwaśniewski, P., Orsi, D., Wiegart, L., Cristofolini, L., Caronna,
C. & Fluerasu, A. (2014). J. Synchrotron Rad. 21, 1288–1295.

Livet, F., Bley, F., Ehrburger-Dolle, F., Morfin, I., Geissler, E. &
Sutton, M. (2006). J. Synchrotron Rad. 13, 453–458.

Livet, F., Bley, F., Mainville, J., Caudron, R., Mochrie, S. G. J.,
Geissler, E., Dolino, G., Abernathy, D., Grübel, G. & Sutton, M.
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