The potential benefits of using higher X-ray energies for macromolecular crystallography
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Using X-ray energies higher than those normally used (5–15 keV) for macromolecular X-ray crystallography (MX) at synchrotron sources can theoretically increase the achievable signal as a function of dose and reduce the rate of radiation damage. In practice, a major stumbling block to the use of higher X-ray energy has been the reduced quantum efficiency of silicon detectors as the X-ray energy increases, but hybrid photon-counting CdTe detectors are optimized for higher X-ray energies, and their performance has been steadily improving. Here the potential advantages of using higher incident beam energy together with a CdTe detector for MX are explored, with a particular focus on the advantages that higher beam energies may have for MX experiments with microbeams or microcrystals. Monte Carlo simulations are presented here which for the first time include the efficiency responses of some available X-ray detectors, as well as the possible escape of photoelectrons from the sample and their entry from surrounding material. The results reveal a ‘sweet spot’ at an incident X-ray energy of 26 keV, and show a greater than factor of two improvement in diffraction efficiency at this energy when using microbeams and microcrystals of 5 μm or less.

1. Introduction

X-ray crystallography of cryo-cooled samples at synchrotron sources remains the premier method for high-resolution protein structure determination. Historically, most macromolecular crystallography (MX) experiments were carried out at copper target home sources using the Cu $K_a$ wavelength of 1.5418 Å. Most MX experiments are now performed at synchrotron sources with preferred X-ray wavelengths of around 1 Å (~12.4 keV). Shorter-wavelength photons have the advantage of having less chance of being absorbed by the sample since the probability of photoelectric absorption decreases (see Fig. 1), making experimental absorption corrections negligible. These wavelengths can also exploit anomalous scattering for phase determination since they are close to the selenium K-absorption edge ($\lambda = 0.98$ Å) and the L-absorption edge of the heavy atom derivatives Pt, Au and Hg. At these wavelengths, there will also still be some anomalous signal from S ($f'' = 0.242$ at $\lambda = 1$ Å) and from any P ($f'' = 0.185$ at $\lambda = 1$ Å) if present, which can be used to improve phases.

A recent survey of all structures in the Protein Data Bank (PDB) determined by X-ray crystallography methods revealed that only about 0.7% of them were performed at incident X-ray wavelengths ($\lambda_{\text{inc}}$) shorter than 0.8 Å and only approximately 0.9% were conducted at a wavelength longer than 1.6 Å (Weiss, 2017).

In spite of these statistics, there are numerous reasons why using X-ray wavelengths outside this range might be advan-
The probability of different types of interactions of X-rays with the crystal as a function of incident beam energy. The interaction probability, plotted using a logarithmic scale, is the reciprocal of the mean free path for that interaction. The coefficients were calculated using the program RADDOSE-3D (Zeldin et al., 2013; Bury et al., 2018) for a lysozyme crystal (PDB 1dpx).

Figure 1

The loss of the anomalous signal from biologically relevant sulfur will increase just above 2.1 Å (5.904 keV), and that this is almost independent of the nature of the anomalously scattering substructure provided that there is no absorption edge near this wavelength. At this wavelength, there is a 300% increase in $S_f''$ and a 310% increase in $P_f''$ compared with at a $\lambda_{\text{inc}}$ of 1 Å. A wavelength of around 2 Å is also closer to the K-edge of first-row transition metal atoms. The reader is directed to reviews by Carugo et al. (Carugo et al., 2005) and Weiss (Weiss, 2017) for a more in depth discussion on the use of longer wavelengths.

The disadvantages of using longer X-ray wavelengths include: the greater importance of absorption corrections, an increase in the background noise on the detector due to more scattering of X-rays from air in the beam path [which can be mitigated by using a dedicated in-vacuum or in-helium beamline (Wagner et al., 2016; Aurelius et al., 2017; Liebschner et al., 2016)] and, at wavelengths longer than ~2–3 Å, the maximum resolution can become diffraction limited. Another issue is the reduction in the amount of signal obtained per unit of dose. Radiation damage is thought to be only dependent on absorbed dose ($\text{Gy} = \text{J} \text{kg}^{-1}$) ($\S2$), and hence this is used to represent the extent of damage. This dose is a result of, firstly, photoelectric absorption of some X-rays with the concomitant emission of a photoelectron and either an Auger electron or a fluorescent X-ray, and, secondly, X-ray energy loss due to Compton (inelastic) scattering (see Fig. 1 for interaction probabilities as a function of $E_{\text{inc}}$). The signal will be proportional to the number of elastically scattered photons, and diffraction efficiency (DE) is defined as the total number of photons elastically scattered by the crystal per MGy of absorbed dose. The signal can also be estimated from the predicted spot intensity. The relationship between the square of the structure factor, $F$, and the integrated spot intensity, $I$, is given by Darwin’s formula (Darwin, 1914, 1922; Holton & Frankel, 2010),

$$I = I_{\text{beam}} r_e^2 \frac{V_{\text{cell}}}{\omega V_{\text{cell}}} \frac{\lambda^3 L}{P A |F|^2},$$

where $I_{\text{beam}}$ is the incident beam intensity, $r_e$ is the classical electron radius, $V_{\text{cell}}$ is the crystal irradiated volume, $V_{\text{cell}}$ is the unit-cell volume, $L$ is the Lorentz factor which accounts for how the integrated spot intensity will be higher the slower the reflection moves through the Bragg condition, $\omega$ is the crystal angular velocity, $A$ is the X-ray transmittance, and $P$ is the polarization factor which accounts for reduced scattering when the incident beam and scattered beam E-vectors do not line up. When divided by dose, $D$, and terms which are independent of beam energy are removed, equation (1) becomes

$$\frac{I}{D} = \frac{\lambda^3 L P \exp(-\mu t)}{D},$$

where $A = \exp(-\mu t)$, with $t$ being the thickness of the crystal and $\mu$ being the attenuation coefficient.

Given that radiation damage is thought to be only dependent on dose ($\S2$), maximizing the DE and $I/D$ will maximize the information obtained before the sample is compromised by radiation damage. This is particularly important for radiation-sensitive samples, such as metalloproteins, and small crystals for which the diffraction signal is weak. DE is one of the metrics output by the program RADDOSE-3D (Zeldin et al., 2013; Bury et al., 2018), a program used to calculate the spatially and temporally resolved dose absorbed by a rotating or stationary crystal during MX experiments. In RADDOSE-3D, the dose used to calculate DE is the diffraction weighted dose (DWD), an average dose which is weighted by how much flux each volume of the crystal receives. An increase in wavelength from 1 Å (12.398 keV) to 2.1 Å (5.904 keV) results in an approximately 50% reduction in DE for a crystal containing only organic atoms (Fig. 2) due to a large increase in the photoelectric cross section (Fig. 1) at longer wavelengths.

It can be seen by examining the DE normalized to the value at 12.4 keV that it does not vary with crystal size when the dose calculation neglects the probability of escape from the crystal of photoelectrons or fluorescent X-rays. However, the crystal composition (e.g. presence of heavy atoms) can slightly affect the DE since the photoelectric absorption cross section will increase just above K-shell absorption edges. This is illustrated in Fig. 3, where it can be seen that, for a holoferritin crystal containing approximately one Fe atom per two amino acids, there is a sudden drop in DE above the Fe K-edge.
(7.112 keV) as a result of an increase in dose due to the increased photoelectric absorption cross section.

The main rationale for using shorter X-ray wavelengths is the increase in DE and \(I/D\) it can offer. Following a publication advocating the advantages of short-wavelength X-ray sources by Helliwell & Fourme (1983), Arndt (Arndt, 1984) gave a theoretical analysis of how various parameters affect the energy absorbed as a function of beam energy. Helliwell et al. (1993) expanded on this discussion and gave an account of the experimental potential for realizing MX at short incident wavelengths. Arndt used a similar metric to \(I/D\), which he called \(I_E\), and defined as the intensity for a given amount of absorbed energy. \(I\) was calculated only for low-resolution reflections with small Bragg angles, \(\theta\), where \(\sin 2\theta \approx 2\sin \theta\). For this case, the product of the Lorentz and polarization factors becomes approximately \(1/\lambda\). Arndt calculated a 1.09- and 1.13-fold increase in \(I_E\) on reducing the X-ray wavelength from 1.54 Å (8.05 keV) to 1.10 Å (11.3 keV) and 0.71 Å (17.5 keV), respectively. The same method for calculating \(I\) was used by Paithankar & Garman (2010), but absorbed energy was replaced with dose, and the original less sophisticated \(RADD\) was used to calculate the dose. A peak in \(I/D\) at 24–34 keV was obtained, with an approximately 1.2-fold improvement over the value at 12.4 keV. This range is similar to the peak DE of \(\sim 35\) keV (\(\sim 0.35\) Å) evident in Fig. 2.

The shape shown in Fig. 2 arises because the photoelectric absorption cross section falls at a faster rate than does the elastic scattering cross section as \(E_{\text{inc}}\) increases from 2 to 35 keV. The Compton scattering cross section increases with beam energy and becomes larger than the photoelectric cross section above \(\sim 27\) keV (Fig. 1), accounting for the decrease in DE above \(\sim 35\) keV. There is a 1.76-fold improvement in DE from 12.4 keV to 35 keV in Fig. 2, higher than that calculated by Paithankar & Garman. To determine whether this difference arises from the fact that Paithankar & Garman only considered small Bragg angles, the data in Fig. 2 were converted to \(I/D\) for different resolutions (Fig. 4). The average product of Lorentz and polarization factors for a full rotation, \(L_P\), was calculated with the following equation,

\[
L_P f_{\text{obs}} = \frac{\pi (3 + \cos 4\theta)}{16 \sin \theta},
\]

where \(f_{\text{obs}}\) is the fraction of all reflections at a given resolution that cross the Ewald sphere when rotating about a single axis.

---

**Figure 2**

Diffraction efficiency (DE, the number of elastically scattered photons per MGy of absorbed dose), normalized to the value at 12.4 keV, as a function of incident beam energy for a protein crystal containing no atoms heavier than sulfur of the 91 kDa GH7 family cellobiohydrolase (PDB 5mcc) (Bury et al., 2017). DE was calculated using the program \(\text{RADD}\) with no photoelectron or fluorescent escape from the crystal. There is a 1.76-fold increase in DE at 35 keV compared with that at 12.4 keV.

**Figure 3**

DE, normalized to the value at 12.4 keV, as a function of beam energy for holoferritin crystals, which contain approximately one Fe ion for every two amino acids. DE was calculated using the program \(\text{RADD}\) with no photoelectron or fluorescent escape from the crystal. The downward step at 7.1 keV is at the Fe K-edge.

**Figure 4**

\(I/D\) [equations (2) and (3)] normalized to the value at 12.4 keV as a function of incident beam energy for a protein crystal of the 91 kDa GH7 family cellobiohydrolase (PDB 5mcc) (Bury et al., 2017) which contains no atoms heavier than sulfur. The dose was calculated using the program \(\text{RADD}\) with no photoelectron or fluorescent escape from the crystal. The higher the resolution of the reflection, the bigger the improvement in \(I/D\) on increasing the beam energy, with a 1.66-fold increase from 12.4 keV to 35 keV for 1 Å reflections.
(Holton & Frankel, 2010). From Fig. 4, it can be seen that increasing the incident beam energy has a greater effect on higher-resolution shells, with a 1.66-fold increase from 12.4 keV to 35 keV for 1 Å reflections.

Other advantages of using a higher \( E_{\text{inc}} \) include: a further reduction in errors due to lower absorption by the crystal, reduced curvature of the Ewald sphere (beneficial for data completeness), and the ability to move the detector further away from the sample for the same maximum resolution. Having more distance, \( x \), between the sample and detector allows more room for devices, such as a diamond anvil cell for high-pressure MX, a UV-vis optical microspectrophotometer, a larger and shorter goniometer for increased stability or a smaller (i.e. cheaper) detector.

However, as the energy is increased, the reduction in elastic scattering cross sections will reduce the percentage of elastically scattered photons. This would have little impact on conventional MX, since simply using longer exposure times will increase the number of elastically scattered photons.

A clear disadvantage of using shorter X-ray wavelengths is the reduction in anomalous signal from S and P. A wavelength of 0.5 Å (24.797 keV) has an \( f'/f'' \) that is approximately 25% of that at 1 Å (12.398 keV) for both S and P. Thus lower beam energies are required to allow phasing from anomalous S and P signals [e.g. beamline I23 at Diamond Light Source which is optimized to operate between 1.5 and 4 Å (Wagner et al., 2016)]. However, it should be noted that phasing at short wavelengths utilizing other scatterers has been successful in several studies, notably to solve the structure of porcine pancreatic elastase to 1.8 Å resolution at an incident energy of 34.59 keV. A bound xenon atom (K-edge 33.17 keV, 34.59 keV) allowed single isomorphous replacement with anomalous scattering (SIRAS) phasing (Schiltz et al., 1997). Subsequently, multi-wavelength anomalous dispersion (MAD) experiments at 35 keV successfully led to the determination of the structure of chicken egg-white lysozyme (CEWL) to 1.6 Å, firstly with bound iodine (K-edge 33.17 keV) and secondly with Xe (Takeda et al., 2004). An even higher \( E_{\text{inc}} \) of nearly 56 keV was employed by Jakoncic et al. (2006) with SIRAS to solve CEWL to 1.25 Å using three bound holmium atoms (K-edge 55.618 keV) and the structure was of similar quality to one obtained at an \( E_{\text{inc}} \) of 12 keV.

Notwithstanding these successful ‘proof of principle’ experiments, a major issue with the use of higher \( E_{\text{inc}} \) for MX is the reduction in quantum efficiency (QE) of the detectors as \( E_{\text{inc}} \) is increased. The latest generation of detectors register X-rays directly by hybrid photon counting (HPC) through absorption of the photons by a sensor material, leading to the generation of electron–hole pairs and a charge that is collected, measured and processed. The most common sensor material used in HPC detectors at MX beamlines is silicon. The changes in QE with beam energy for various thickness silicon detectors are shown in Fig. 5. Even for a 1000 µm-thick silicon sensor, the QE drops sharply above an \( E_{\text{inc}} \) of 15 keV, and drops to below 50% above 22.1 keV.

However, other sensor materials, such as Ge, GaAs and CdTe, can provide better QE at \( E_{\text{inc}} \) incident beam energies above 15 keV, with large-area CdTe detectors now commercially available. Using cadmium telluride (CdTe) crystals instead of silicon increases the photoelectric absorption cross section and QE at higher beam energy (Fig. 6). At approximately \( E_{\text{inc}} = 15 \) keV, there is a crossover point where the QE of the CdTe sensor becomes higher than that of any available silicon sensors.

The quality of CdTe detectors has also been steadily improving due to progress in optimizing material quality and in processing. Typical grain boundaries and growth imperfections associated with CdTe crystals (Hatsui & Graafsma, 2015) have clearly been seen by many groups (Cecilia et al., 2011; Ruat & Ponchut, 2012; Frojdh et al., 2013), but better CdTe crystals and flat-field corrections have mitigated their detrimental effects (Purohi et al., 2016). Another issue with these detectors is that the response of CdTe is known to vary
as a function of time and exposure. These phenomena are termed polarization effects and are thought to be caused by trapping of charge carriers. Periodic reset procedures can remove the residual effects of previous illumination, but they need to be scheduled around measurements (Hatsui & Graafsma, 2015).

2. Does the incident beam energy affect the rate of radiation damage?

As mentioned previously, during MX data collection, X-rays deposit energy in the sample through the photoelectric effect and the Compton effect, causing damage to the sample. Absorbed dose is used as a reproducible ‘x-axis’ to plot various metrics employed to monitor radiation damage. The ability to compare radiation damage rates between different experimental setups using dose relies on radiation damage being dependent only on the amount of energy absorbed (the dose) and being independent of factors such as the particular beam energy employed. It is therefore vital to establish that the rate of radiation damage is independent of \( E_{\text{inc}} \) before evaluating potential improvements in DE at higher incident beam energies.

There are two different ways in which radiation damage manifests itself: global damage and specific damage. Global radiation damage causes degradation of the crystal lattice, and can be seen in the diffraction pattern by gradual fading and loss of high-resolution reflections. Specific radiation damage, whose onset for cryocooled crystals is typically seen at much lower doses than global radiation damage, causes chemical changes within the asymmetric unit such as: reduction of metal ions, cleavage of disulfide bonds, and decarboxylation of aspartate and glutamate residues. For a more in-depth discussion on the causes and consequences of radiation damage, the reader is referred to reviews by Holton (2009) and Garman & Weik (2017).

Several studies on cryocooled crystals have concluded that the rate of global radiation damage on a dose axis is independent of beam energy (Liebschner et al., 2015; Shimizu et al., 2007; Fourme et al., 2012) using various different metrics, including reduction in reflection intensity (Liebschner et al., 2015), increase in average \( B \)-factors (Shimizu et al., 2007; Fourme et al., 2012) and, often, but not always, an increase in mosaicity (Shimizu et al., 2007; Fourme et al., 2012). However, there are conflicting results as to whether the rate of specific damage is independent of \( E_{\text{inc}} \). When comparing consecutive electron density maps derived from data collected from cryocooled crystals at different X-ray wavelengths, Weiss et al. (2005) and Shimizu et al. (2007) saw no dependence of specific damage on beam energy. However, Homer et al. (2011) saw an increased rate of disulfide bond cleavage at \( E_{\text{inc}} = 14 \) keV compared with at 9 keV, but they saw no difference in the rate of methionine S—C bond cleavage. Since these data were published, new tools have been created to aid the study of specific radiation damage. The program RABDAM (Shelley et al., 2018) calculates the \( B_{\text{Damage}} \) metric, a per-atom metric that identifies sites of specific damage by deconvoluting the atomic \( B \)-factors from the local packing density, for all selected atoms in a PDB or mmCIF file. RABDAM also calculates the \( B_{\text{net}} \) metric, a derivative of \( B_{\text{Damage}} \) that summarizes the total extent of specific damage in a single value (Shelley & Garman, 2019). The program RIDL (Bury & Garman, 2018) outputs several per-atom metrics to describe the extent of specific radiation damage based on changes in Fourier difference maps and the change in electron density between successive datasets. These tools could be used to re-examine previous experiments to better quantify the extent of specific radiation damage and also aid new investigations to determine whether specific radiation damage is or is not independent of beam energy. If the reported increased rate of disulfide bond breakage for the same dose at higher beam energy is not artefactual, new mechanisms would need to be proposed and tested to explain this phenomenon.

3. A closer look at diffraction efficiency

For the results shown in Fig. 2, the calculation of DE assumed that the QE of the detector was 100%. As previously mentioned, the QE of detectors varies with photon energy and this effect must therefore be included to obtain a realistic comparison of DEs at different X-ray energies. The DEs for different detectors, neglecting the probability of photoelectron escape from the crystal, are shown in Fig. 7. The optimum beam energy to maximize DE is \( \sim 12.4 \) keV for a 450 \( \mu \)m silicon sensor, \( \sim 15 \) keV for a 1000 \( \mu \)m silicon sensor and \( \sim 26 \) keV for a 750 \( \mu \)m CdTe detector. When using the detector with the highest QE for each beam energy, there is a 1.6-fold increase in DE at 26 keV (CdTe sensor) compared with at 12.4 keV (1000 \( \mu \)m silicon sensor). Above the Cd K-edge at 26.7 keV, the DE drops sharply due to a decrease in the CdTe detector QE.

To maximize the DE, these results suggest that the optimum \( E_{\text{inc}} \) for data collection is 26 keV provided a detector with a CdTe sensor is used. However, in the field of MX radiation damage, a factor of 1.6 is considered too small to be very noteworthy. Holton (2009) argues that for a radiation damage mitigation strategy to be considered significant, the difference should be at least a factor of two. The uncertainty in beam intensity and crystal volume can each be as much as a factor of two and therefore make changes in results that are smaller than this difficult to reliably measure experimentally. This, coupled with the reduced anomalous signal from S and P as \( E_{\text{inc}} \) increases, and imperfections in the CdTe detectors, mean that there is likely to be little advantage from increasing the incident beam energy from \( \sim 12.4 \) keV when photoelectron escape from the crystal is not significant. For this reason some experimental studies have failed to find an increase in signal-to-background ratio on increasing \( E_{\text{inc}} \) (Gonzalez et al., 1994).

4. Could higher beam energies be beneficial for smaller beams and smaller crystals?

Higher beam energies have the potential to further increase the DE relative to \( E_{\text{inc}} = 12.4 \) keV when the probability of
photoelectron escape from the crystal is considered. When a photon is absorbed by an atom, a photoelectron is emitted with kinetic energy equal to $E_{\text{inc}}$ minus the binding energy of that shell. Photoelectrons are mobile at cryogenic temperatures and deposit energy in the sample by inelastic collisions before thermalizing. These photoelectrons will have a finite probability of exiting the irradiated volume of the sample and reducing the absorbed dose. Several papers have considered the effects of the probability of photoelectron escape from the crystal on radiation damage rates in MX (Nave & Hill, 2005; Cowan & Nave, 2008; Sanishvili et al., 2011; Fourme et al., 2012; Finfrock et al., 2013; Marman et al., 2018) using Monte Carlo simulations and experimental verification. Accounting for photoelectron escape significantly reduces the calculated dose for microcrystals and microbeams, provided that the beam is not larger than the crystal so that the number of photoelectrons entering from the surrounding material is minimized. A reduction in the calculated absorbed dose will concomitantly increase the DE.

As $E_{\text{inc}}$ increases, the average energy given to photoelectrons will increase so they will travel further and have an increased probability of escaping the irradiated volume. Marman et al. (2018) and Cowan & Nave (2008) have both used Monte Carlo simulations to demonstrate increased photoelectron escape when using higher beam energy, with Cowan & Nave suggesting that using an $E_{\text{inc}}$ in the range 20–30 keV would provide a significant gain in DE for crystals 20 μm or less in size, provided that detectors could be optimized for this beam energy range.

Prior to the current work, the detector QE has not been included in simulations studying the effect of photoelectron escape on reducing the dose.

Here, Monte Carlo simulations were conducted using the method outlined in the supporting information and summarized in Fig. S1. These tracked the path of photons, Compton recoil electrons and photoelectrons, including photoelectrons produced in the surrounding material, to calculate the dose absorbed by the crystal. The thickness of the surrounding material is set as the maximum distance a photoelectron can travel, and hence increases as the incident beam energy rises. These simulations were used to investigate how DE changes with beam energy for microcrystals, and the results are shown in Fig. 8 for different detectors.

For silicon detectors, there is little advantage in increasing $E_{\text{inc}}$, irrespective of the crystal size. For a 450 μm silicon sensor, for all crystal sizes there is almost no benefit in increasing $E_{\text{inc}}$ and for a 1000 μm silicon sensor there is still less than a factor of two improvement for crystals of 1 μm and larger. However, when using the best detector currently available, there is a greater than two-fold (ranging from two-
to four-fold) improvement in DE on increasing $E_{\text{inc}}$ from 12.4 keV to 26 keV for all crystals of size 5 μm and below. For crystals 10 μm or larger, the theoretical improvement in DE becomes the same as when photoelectron escape is not included in the simulations.

The doses calculated from these simulations were also used to compute the $I/D$ values when using the best available detector at any given $E_{\text{inc}}$ (Fig. 9). There was a greater than factor of two improvement in $I/D$ on increasing $E_{\text{inc}}$ from 12.4 keV to 26 keV for: all resolutions with 1 μm crystals [Fig. 9(a)], resolutions of 2 Å or higher with 2 μm crystals [Fig. 9(b)], and 1 Å resolution with 5 μm crystals. These are lower than the predicted $I/D$ increase from Fourme et al. (2012), whose Monte Carlo simulations did not include entry of photoelectrons from the surrounding material.

Our results reveal a ‘sweet spot’ at an incident X-ray energy of 26 keV.

In general, reducing the incident beam energy (increasing the wavelength) improves experimental phasing for structure solution by enhancing the anomalous signal from S, P and first-row transition metal ions. However, although this is a generally applicable and widespread strategy, it comes at the expense of reduced diffraction efficiency. Conversely, higher beam energies up to approximately 30 keV are theoretically beneficial in MX for maximizing the amount of signal before the onset of significant radiation damage. However, for crystals and beams where photoelectron escape is of little significance (larger than 5 μm), our Monte Carlo simulations show that there is less than a factor of two improvement in DE when increasing the beam energy. Thus this is unlikely to be beneficial given that these energies reduce the magnitude of the native anomalous signal and require the use of CdTe detectors that may suffer from polarization effects.

For crystals and beams 5 μm and smaller, as $E_{\text{inc}}$ increases there is a significant decrease in dose per diffracted photon, since photoelectron escape becomes more probable, and this enhances the advantage of going to higher $E_{\text{inc}}$. Raising $E_{\text{inc}}$ from 12.4 keV to 26 keV could result in a two- to four-fold improvement in diffraction efficiency, as long as a CdTe detector is used for the 26 keV experiment. A major issue with CdTe detectors is their current lack of availability at MX beamlines, although several are being commercially manufactured (e.g. all sizes of EIGER detector with CdTe sensor
It would be extremely valuable for the clear theoretical prediction above to be validated experimentally to confirm that the results would give real benefit to structural biologists.
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Figure 9

The changes in I/D (including detector quantum efficiency), normalized to the value at 12.4 keV, as a function of beam energy for cubic crystals of different sizes of (a) 1 μm, (b) 2 μm and (c) 5 μm (specified lengths are of one crystal dimension). The dose is calculated using Monte Carlo simulations including the probability of photoelectron escape from the crystal and also photoelectron entry from the surrounding material. I is calculated from equations (2) and (3). All heavy atoms (Z > 8) have been removed from the crystal and the surroundings to prevent absorption edges obscuring the results. For all crystal sizes the beam is matched to the size of the crystal, so the irradiated surrounding material in the beam path is in front and behind the crystal. The detector quantum efficiencies used are for the detector with the highest values for that Einc. This is 450 μm silicon for Einc ≤ 9.3 keV, 1000 μm for 9.3 keV < Einc ≤ 20 keV, and 750 μm CdTe for Einc > 20 keV.

material from DECTRIS, and the CdTe LAMBDA detector from X-Spectrum). If MX data collection with these detectors at higher energies is beneficial, they are likely to become more commonly utilized in the future. Ongoing beamline developments are underway to allow the collection of data from microcrystals using microfocus beams at beam sizes around 1 μm and at high energy, such as VMXm at Diamond Light Source (Laundy et al., 2019) and FMX at NSLS-II (Fuchs et al., 2016). The former beamline has the potential to reach 28 keV, and the latter is designed to allow data collection at an Einc of 30 keV.

radiation damage


