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Transmission X-ray microscopes (TXMs) have become one of the most powerful

tools for imaging 3D structures of nano-scale samples using the computed

tomography (CT) principle. As a major error source, sample jitter caused by

mechanical instability of the rotation stage produces shifted 2D projections,

from which reconstructed images contain severe motion artifacts. In this

paper, a jitter correction algorithm is proposed, that has high accuracy and

computational efficiency for TXM experiments with or without nano-particle

markers. Geometric moments (GMs) are measured on segmented projections

for each angle and fitted to sinusoidal curves in the angular direction. Sample

jitter is estimated from the difference between the measured and the fitted GMs

for image correction. On a digital phantom, the proposed method removes jitter

errors at different noise levels. Physical experiments on chlorella cells show

that the proposed GM method achieves better spatial resolution and higher

computational efficiency than the re-projection method, a state-of-the-art

algorithm using iterative correction. It even outperforms the approach of

manual alignment, the current gold standard, on faithfully maintaining fine

structures on the CT images. Our method is practically attractive in that it is

computationally efficient and lowers experimental costs in current TXM studies

without using expensive nano-particles markers.

1. Introduction

Transmission X-ray microscopy (TXM) is one of the most

useful technologies in 3D detection on the nanoscale (Wang et

al., 2000; Chao et al., 2005; Wang et al., 2016). By providing

tomographic images with high spatial resolution, TXM plays

an increasingly important role in fundamental research in

different fields, including material science (Weker et al., 2014;

Nelson et al., 2012), chemistry (Shapiro et al., 2014; Wang,

Zhang, et al., 2015) and cell biology (Wang, Wang, et al., 2015;

Larabell & Nugent, 2010). A major source of imaging errors

in TXM is the sample jitter caused by imperfections of the

rotation stage (Wang et al., 2017). In this paper, we propose a

practical algorithm to correct sample jitter on the projection

images via a rapid alignment technique.

In current practice, TXM uses a stationary storage ring of

synchrotron radiation as the X-ray source and a rotating

sample stage for projection acquisition. 3D images are

reconstructed from 2D parallel projections at different angles

according to the computed tomography (CT) imaging prin-

ciple. Toward a nanoscale spatial resolution, every component

in the TXM system requires high mechanical precision and

stability. However, the imperfections in the rotation stage,
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including runout errors, spindle errors and mechanical oscil-

lations, lead to sample jitter during projection acquisition and

therefore severe motion artifacts displayed in the recon-

structed images (Gürsoy et al., 2017). Jitter correction via

projection alignment is an indispensable procedure in current

TXM. Many research efforts have been devoted to this topic

in the past 20 years, but an optimal solution remains unclear.

On current commercial systems, manual alignment is still

considered as the most reliable and robust method (Kingston

et al., 2011). Nano-particles (e.g. gold) are scattered on

biological samples to create identifiable markers on projec-

tions (Schneider et al., 2002). The locations of the nano-

particles are then manually determined to align the projec-

tions for jitter correction. Although it has been shown that

automatic tracking algorithms are able to remove the labor-

intensive procedure of manual alignment (Cheng et al., 2014),

the use of expensive materials for the markers always adds

additional cost to the experiments. TXM experiments without

markers reduce the complexity and expense of sample

preparation while creating extra challenges in signal proces-

sing. On marker-less projections, manual alignment becomes

infeasible and sophisticated algorithms of jitter correction are

required to generate CT images. One popular method itera-

tively updates the estimation of sample jitter until the

corrected projections are consistent with the data acquisition

on a stationary sample (Mayo et al., 2007). Each iteration

models the X-ray projection process, and the entire compu-

tation consists of dozens of re-projections. Long computation

time remains the main bottleneck of re-projection-based

methods, and research on algorithmic improvements is still

ongoing (Gürsoy et al., 2017; Latham et al., 2016).

The center of mass is an intrinsic feature of the sample to

be imaged, and can be used in solving different kinds of

geometrical problems of the CT system. Hogan et al. (1993)

used it to remove the translational backlash from projection

data. Some reports have used the center of mass to estimate

the geometrical parameters of CT systems (Gullberg et al.,

1987, 1990). Also, it can be used to compensate movement in

CT equipment (Lin, 1994, 1996). However, the center of mass

is sensitive to the absorption of the sample, and the accuracy

will be affected by beam hardening and scattering. This is not

a problem for synchrotron radiation soft X-ray nano-CT, as

synchrotron radiation X-rays have a good monochromaticity,

and the main interaction of X-rays with matter is via the

photoelectric effect at energies lower than 10 keV (Hsieh,

2009). This means that the use of the center of mass has more

potential in synchrotron radiation X-ray CT than in medical

CT for jitter correction.

In this study, we calculate the jitter errors based on the

geometric moments and the principle of CT, and find the best

solution that used the center of mass of the sample. Curves of

the center of mass versus the projection angle are sinusoidal

in the azimuthal direction and constant in the axial direction.

Based on this, the proposed method was used on the TXM

experiments, and the results verified that this method has high

accuracy and computational efficiency for jitter correction in

TXM experiments.

2. Method

2.1. Measurement of geometric moments and the proposed
jitter correction

TXM uses a parallel beam geometry. If non-idealities

(e.g. beam hardening effects, scatter etc.) of a TXM system are

not considered, each projection ray measures a line integral

of the linear attenuation coefficients of the scanned sample,

written as

p�ðu; vÞ ¼
RRR

f ðx; y; zÞ �ðx cos � þ y sin � � u; z� vÞ dx dy dz;

ð1Þ

where f(x, y, z) is the attenuation function of the sample,

p� u; vð Þ is the projection function at the beam angle �, and

u and v are the horizontal and vertical positions of the

projection.

As the jitter errors occur in the u and v directions of the

sample projection, the geometric moments can be written as

mus �ð Þ ¼
RR

usp� u; vð Þ du dv ð2Þ

and

mvs �ð Þ ¼
RR

vsp� u; vð Þ du dv ð3Þ

in the u and v directions, respectively, where s is a non-nega-

tive integer, representing the order of the moment.

Based on equation (1), equations (2) and (3) become

mus �ð Þ ¼
RRR
ðx cos � þ y sin �Þs f ðx; y; zÞ dx dy dz ð4Þ

and

mvs �ð Þ ¼
RRR

zs f ðx; y; zÞ dx dy dz: ð5Þ

Denoting u� and v� as the jitters of the projection image at

angle �, mus(�)0 and mvs(�)0 are the geometric moments (GMs)

of the jitter projections in the u and v directions, respectively.

Based on equations (2) and (3), we have

mus �ð Þ
0
¼
RR
ðuþ u�Þ

sp� u; vð Þ du dv; ð6Þ

mvs �ð Þ
0
¼
RR

vþ v�
� �s

p� u; vð Þ du dv: ð7Þ

Thus, we can derive, when s = 1,

u� ¼
mu1 �ð Þ

0

mu0 �ð Þ
�

mu1 �ð Þ

mu0 �ð Þ
; v� ¼

mv1 �ð Þ
0

mv0 �ð Þ
�

mv1 �ð Þ

mv0 �ð Þ
; ð8Þ

and, when s = 2,

u� ¼
mu1 �ð Þ

2

mu0 �ð Þ
2
�

mu2 �ð Þ

mu0 �ð Þ
þ

mu2 �ð Þ
0

mu0 �ð Þ

� �1=2

�
mu1 �ð Þ

mu0 �ð Þ

¼
mu1 �ð Þ

0

mu0 �ð Þ
�

mu1 �ð Þ

mu0 �ð Þ
;

v� ¼
mv1 �ð Þ

2

mv0 �ð Þ
2 �

mv2 �ð Þ

mv0 �ð Þ
þ

mv2 �ð Þ
0

mv0 �ð Þ

� �1=2

�
mv1 �ð Þ

mv0 �ð Þ

¼
mv1 �ð Þ

0

mv0 �ð Þ
�

mv1 �ð Þ

mv0 �ð Þ
;

ð9Þ
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where mu0 �ð Þ = mv0 �ð Þ =
RRR

f ðx; y; zÞ dx dy dz is the mass of

the sample, and mui(�) and mvi(�) (i = 1 or 2) are GMs without

shifts.

As the definite integral of the attenuation function f(x, y, z)

is a constant, it can be easily certified that mu1(�)/mu0(�) is a

sinusoidal curve based on equation (4), and mv1(�)/mv0(�) is a

constant based on equation (5). In order to calculate u� and v�
of the projection image, the sinusoidal curve mu1(�)/mu0(�)

can be acquired by fitting mu1(�)0/mu0(�) using the least-

squares method. We denote mu1(�)f as the fitted sinusoidal

curve based on mu1(�)0, and mv1(�)f as the constant fitted by

mv1(�)0. Considering the detector offset in the reconstruction,

u� can be written as

u� ¼
mu1 �ð Þ

0

mu0 �ð Þ
�

mu1 �ð Þf
mu0 �ð Þ

�
w

2
�

mu1 �ð Þf
mu0 �ð Þ

 !
; ð10Þ

and, for the harmonization of reconstructed slices, v� is defined

as

v� ¼
mv1 �ð Þ

0

mv0 �ð Þ
�

mv1 �ð Þf
mv0 �ð Þ

�
h

2
�

mv1 �ð Þf
mv0 �ð Þ

� �

¼
mv1 �ð Þ

0

mv0 �ð Þ
�

h

2
; ð11Þ

where w and h are the width and height of the detector,

respectively, and mu1 �ð Þf=mu0 �ð Þ are the mean values of

mu1 �ð Þf=mu0 �ð Þ.
The fitted sine curve, f(�), can be written as

f ð�Þ ¼ aþ b cosð!�Þ þ c sinð!�Þ; ð12Þ

where ! = 2�/360 when we acquire the projections every 1� in

the simulation and practical experiments, and we have

1 cos !�1ð Þ sin !�1ð Þ

1 cos !�2ð Þ sin !�2ð Þ

: : :
: : :
1 cos !�mð Þ sin !�mð Þ

2
66664

3
77775

a

b

c

2
4

3
5 ¼

f �1ð Þ

f �2ð Þ

:
:

f �mð Þ

2
66664

3
77775; ð13Þ

where m is the number of projections. Let k = [a, b, c]T, A =

½ f ð�1Þ; f ð�2Þ; . . . ; f ð�mÞ� and

g ¼

1 cos !�1ð Þ sin !�1ð Þ

1 cos !�2ð Þ sin !�2ð Þ

: : :
: : :
1 cos !�mð Þ sin !�mð Þ

2
66664

3
77775:

Equation (13) can be rewritten in the matrix form

A ¼ gk; ð14Þ

and k can be calculated through the least-squares method

(Zeng et al., 1995; Reutter et al., 2000),

k ¼ gTg
� ��1

gTA: ð15Þ

The higher-order GMs can also be used in theory. However,

the solutions of high-order GMs with noise will increase the

errors greatly, and the fitting curve will consist of the nth

power (n > 1) of sin�, which is also sensitive to the errors. So

we are free to find any solutions of high-order moments here.

2.2. Evaluation

Chlorella cells with and without labeled fluorescent nano-

particles are also used as experimental subjects in this study.

All the experiments are accomplished by using the soft X-ray

microscope at beamline BL07W (Liu et al., 2018) of the

National Synchrotron Radiation Laboratory (NSRL) in Hefei,

China. A traditional 100-mesh transmission electron micro-

scopy (TEM) grid is used here to hold the cells. Before moving

the grid to the rotation stage, an important step is the rapid

freezing of the sample with liquid nitrogen, which can help fix

the cell well and suppress the damage of radiation to cellular

structures. The X-ray energy used in the experiments is

520 eV. A series of sequential projection images are recorded

from �60� to 60� with a 1� increment and an exposure time of

5 s for each projection. The size of each projection is 950� 950

pixels with a pixel size of 11.8 nm � 11.8 nm. The proposed

jitter correction method is implemented in Matlab R2014a on

a 3.40 GHz eight-core PC. The processing of one experimental

dataset typically takes about 15 s.

The transmission X-ray microscopy sample, a chlorella cell,

is immobilized inside an ice cube in all experiments, in the

so-called ‘water window’ (McDermott et al., 2009). Photons

within this energy range are absorbed an order of magnitude

more strongly by carbon- and nitrogen-containing organic

material than by water. However, in order to calculate the GM

of the chlorella accurately, a threshold-based image segmen-

tation algorithm (Eidheim et al., 2004) is used to segment the

cell. The values of the areas surrounding the chlorella are

changed to zeros as we are calculating the GM characteristic

parameters of chlorella only. The workflow of the process is

shown in Fig. 1.
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Figure 1
Workflow of the proposed jitter correction.



For the case of chlorella with labeled

nano-particles, as X-rays pass through

some of the labeled nano-particles

together with the chlorella to the

detector, these nano-particles will also

absorb X-rays and introduce errors to

the calculated GM of chlorella. The GM

of chlorella is no longer precise enough

to perform jitter correction, so instead

the GMs of the nano-particles are

calculated for the alignment of projec-

tions with jitter errors. As it is difficult

to track the same nano-particle accu-

rately (Schonberger & Frahm, 2016)

from different projections with shifts,

we use the GM-based method of

segmented chlorella to perform a coarse

jitter correction at first, and then a fine

correction can be carried out by using

the GMs of the nano-particles.

3. Results and discussion

3.1. Digital phantom study

We first use the digital Shepp–Logan

phantom as the sample for method

evaluation. The setting of parameters

in projection acquisition and image

reconstruction mimics that of the TXM

system used in our physical experi-

ments, except that projections with no

missing angles are simulated to investigate the effect of jitter

correction in the absence of CT image artifacts of limited

angles. 360 equiangular projections over 360� are simulated

for a CT scan with a parallel geometry, and each projection has

a size of 512� 512 pixels. The rotational axis is in the direction

of the y-axis, the direction of X-ray propagation is defined as

being along the z-axis, and the x-axis is perpendicular to the

y–z plane, which is the same for the experimental data.

Random jitter errors of a standard uniform distribution over a

�10 pixels range along the x- and y-axis were performed for

each projection.

Three levels of Poisson noise (0%, 10% and 20%) were

considered in evaluating the algorithm robustness, and the

jitter errors were calculated by using the proposed method.

All the jitter errors calculated were equal to the ground truth

even for high levels of noise up to 20%, and the sinograms and

reconstructed slices with and without correction are shown

in Fig. 2.

3.2. Chlorella experiment without nano-particle markers

Fig. 3 shows sinograms and reconstructed slices of the

chlorella cell, in order to clearly display the reconstructed

results of different methods; not only the reconstructed slices

in the x–y plane but also the slices in the x–z plane are shown

in the figure.

Fig. 3(a1) is a sinogram of raw data acquired from the TXM

experiment which has jitter errors. Figs. 3(a2)–3(a3) are the

reconstructed slices with motion artifacts. The TXM operating

system (Xradia) provides a manual correction method, which

needs the laboratorian to align the projections with a feature

point image by image. Two small spherical subcellular struc-

tures are selected to perform the jitter correction. Fig. 3(b1)

shows the sinogram after manual alignment on the Xradia

operating system. Because the points used here are either

large or have low contrast, jitter errors are still obvious after

alignment, which leads to inaccurate structural results. Even

so, the reconstructed images reveal more information than

the images before alignment. Fig. 3(c1) is the corresponding

sinogram after 30 iterations of re-projection alignment, which

becomes continuous and smooth. Figs. 3(c2) and 3(c3) are

reconstructed slices after alignment. The organelles are clearly

revealed in the x–z plane [Fig. 3(c3)], for example, the cyto-

membrane, nuclear membranes, starch sheath, lipid droplets

and some other subcellular structures. However, the slice in

the x–y plane [Fig. 3(c2)] is poorly reconstructed. Figs. 3(d1)–

3(d3) are results after GM alignment. When comparing the

limited angle results in the x–y plane, it is obvious that the GM

method provides the best result among the four slices as it is
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Figure 2
Sinograms and reconstructed slices of the Shepp–Logan phantom study at different noise levels
(0%, 10% and 20%). Display windows: sinogram [0 1.2], reconstructed slice [0 0.01].



well known that most of the subcellular structures are sphe-

rical in chlorella. When comparing the slices in the x–z plane,

we find that Fig. 3(c3) has more substructures than Fig. 3(d3)

in the region marked by the yellow square; however, because

of the mis-aligned result of Fig. 3(c2), we can infer that some

substructures of Fig. 3(c3) are ghosts in the y-direction; at the

same time, well bounded substructures in Fig. 3(d3) appear to

be more reasonable.

For a quantitative analysis of the reconstructed slices using

different methods, we chose a point as the center of circle

and calculated the mean values of the circular regions for

increasing radius. All the mean values of the concentric circles

with radius from 4 to 13 pixels were used to draw a char-

acteristic curve to analyze the results. The region shown by the

red circle in row 3 of Fig. 3 in the reconstructed results was

chosen. Fig. 4 shows comparison results for the four different

reconstruction results. The mean values of the first circular

regions of the four slices are normalized. The end values at a

radius of 13 pixels are 0.6103, 0.4273, 0.4019 and 0.3710 from

top to bottom in Fig. 4. The result shows that the GM align-

ment method provides the most rapid curve and highest

contrast, along with the re-projection alignment, manual

alignment methods and the result without correction. This

means that the GM method achieves a better spatial resolu-

tion and contrast than the manual alignment and re-projection

method. Finally, time cost of the manual method is about

20 min, the computing time of the re-projection method is

about 2 h, but the proposed method takes only about 30 s to

carry out the jitter correction.

3.3. Chlorella with labeled nano-particles

Labeled nano-particles are always used as feature points in

TXM experiments so that the manual alignment method can

research papers

1812 Shengxiang Wang et al. � Jitter correction for transmission X-ray microscopy J. Synchrotron Rad. (2019). 26, 1808–1814

Figure 4
Comparison of four different reconstruction results with mean values
curves of the regions in the red circles in Fig. 3.

Figure 3
Sinograms (top row) and reconstructed slices of a chlorella cell using different methods. Row 2: reconstructed slices of row 1, displayed in the x–y plane.
Row 3: reconstructed slices in the x–z plane. Columns from (a) to (d) are results of TXM without jitter correction, corrected by a re-projection based
method (Mayo et al., 2007), by manual alignment and by the proposed GM method. Display windows: [0 0.015] mm�1.



be used to correct jitter errors accurately, which is a good

control group for verifying the proposed method. As X-rays

penetrate the chlorella with some of the particles at partial

angles, those nano-particles will absorb X-rays and introduce

errors to the calculated GM of the cell, so it is unsatisfactory to

use the GM-based method for a cell when it is surrounded by a

lot of marked particles.

In this situation, two step corrections are necessary. The first

step is a coarse correction based on the segmented chlorella;

after that, most of the jitters are compensated [Fig. 5(c)], but

small jitter errors still exist in the projections. The second step

is a fine correction based on the nano-particles. This operation

can solve the residual small jitters in the first step; the curves in

the upper part of Fig. 5(d) are particles after jitter correction.

Fig. 6 shows reconstructed slices of chlorella with labeled

nano-particles using different alignment methods. Column (b)

shows reconstructed slices after manual alignment; the

prolonged period of intensive work has also yielded good CT
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Figure 6
Reconstructed slices of chlorella using different align methods. Columns (a) to (d) are slices of raw data, after using GM, re-projection and manual
alignment. Rows 1 to 3 are reconstructed slices from the x–z plane, with uniform spaced distance of 50 pixels in the y direction. Row 4 are reconstructed
slices in the x–z plane. Display window: [0 0.02] mm�1.

Figure 5
Sinograms of chlorella projections with labeled nano-particles. (a) Sino-
gram of raw data. (b) Sinogram after jitter correction with manual
alignment. (c, d) Sinograms after coarse (c) and fine (d) correction with
GM alignment.



results, as the cytomembrane, starch sheath, lipid droplets

and some other subcellular structures can be seen clearly.

Column (c) shows reconstructed slices of chlorella with re-

projection correction; some of the slices seem to show good

results after alignment, but the slice in (c3) shows many

blurred substructures. Column (d) shows slices after jitter

correction using GM alignment; the substructures are clearly

revealed in the slices. Red arrows in Fig. 6 point to the

following structure details: (d1)–(d2) have sharper circular

structure than (b1)–(b2) and (c1)–(c2); the contour of the cell

should be a complete circle, (d3) has a relatively good result,

but (b3) and (c3) have a slight dislocation between the upper

part and the lower part of the cell; (b4) and (d4) provide

clearer substructures than (c4) in the x–y plane. Finally, the

computing time of the proposed method is about 180 s.

4. Conclusions

We propose an accurate and efficient method for jitter

correction in TXM. The GM-based method can be used for

alignment of a mark-less sample and provides accurate results

with better spatial resolution and contrast than re-projection

and manual alignment methods. However, it should be noted

that a higher number of impurities surrounding the sample will

introduce more errors to the calculation of the GM char-

acteristics points of the sample; at the same time, the sample

should be completely in the field of view.

For the sample surrounded by markers, nano-particles are

regarded as targets when using the GM method for jitter

correction. Segmented chlorellas of projection images based

on the GM method are used to perform a coarse correction of

jitter errors first, and a refined correction on the nano-particles

using the GM method is performed thereafter. Considering

the usefulness of several different approaches, we are more

interested in the data that cannot be corrected by using

traditional manual alignment. Above all, the proposed

method can complete the jitter correction in tens of seconds,

which can improve research efficiency and save experiment

costs. At the same time, we believe that the alignment method

proposed here can also be used in some other tomography

technologies, for example, X-ray fluorescence and electron

microscopy.
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