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A Thomson scattering X-ray source can provide quasi-monochromatic,

continuously energy-tunable, polarization-controllable and high-brightness

X-rays, which makes it an excellent tool for X-ray fluorescence computed

tomography (XFCT). In this paper, we examined the suppression of Compton

scattering background in XFCT using the linearly polarized X-rays and the

implementation feasibility of linearly polarized XFCT based on this type of light

source, concerning the influence of phantom attenuation and the sampling

strategy, its advantage over K-edge subtraction computed tomography (CT), the

imaging time, and the potential pulse pile-up effect by Monte Carlo simulations.

A fan beam and pinhole collimator geometry were adopted in the simulation

and the phantom was a polymethyl methacrylate cylinder inside which were

gadolinium (Gd)-loaded water solutions with Gd concentrations ranging from

0.2 to 4.0 wt%. Compared with the case of vertical polarization, Compton

scattering was suppressed by about 1.6 times using horizontal polarization. An

accurate image of the Gd-containing phantom was successfully reconstructed

with both spatial and quantitative identification, and good linearity between

the reconstructed value and the Gd concentration was verified. When the

attenuation effect cannot be neglected, one full cycle (360�) sampling and the

attenuation correction became necessary. Compared with the results of K-edge

subtraction CT, the contrast-to-noise ratio values of XFCT were improved by

2.03 and 1.04 times at low Gd concentrations of 0.2 and 0.5 wt%, respectively.

When the flux of a Thomson scattering light source reaches 1013 photons s�1, it

is possible to finish the data acquisition of XFCT at the minute or second level

without introducing pulse pile-up effects.

1. Introduction

Recently, Thomson scattering (also called inverse Compton

scattering) X-ray sources have drawn much attention in the

X-ray imaging field due to their excellent beam qualities.

Based on the collision of intense laser and relativistic elec-

trons, a Thomson scattering X-ray source can generate quasi-

monochromatic, continuously energy-tunable, polarization-

controllable and high-brightness X-rays, filling the perfor-

mance gap between large-scale synchrotron radiation facilities

and conventional X-ray tubes. It provides a valuable prospect

for X-ray fluorescence computed tomography (XFCT) – a new

imaging modality combining the high sensitivity of X-ray

fluorescence analysis (XRF) and the high resolution of

computed tomography (CT). The typical X-ray energy region

(10–100 keV) of this type of light source can cover almost

all biomedical applications of XFCT, and its quasi-mono-

chromaticity will help to improve the sensitivity of XFCT.

Furthermore, the small footprint, moderate cost and large
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field of view (FOV) makes it very

suitable for laboratory- and hospital-

scale imaging application.

In this paper, we will investigate the

feasibility of XFCT based on this type

of light source by Monte Carlo simula-

tions. The suppression of Compton

scattering background using X-rays with

linear polarization will be demon-

strated. The influence of attenuation

effect, sampling interval and incident

X-ray photon number on image recon-

struction will be discussed. Besides,

the advantage of XFCT over K-edge

subtraction CT will also be examined.

Finally, the imaging time and potential

pulse pile-up effect of XFCT using this

type of light source will be estimated.

2. Principles and methods

2.1. Theoretical basis of scattering
suppression

In the Thomson scattering of relati-

vistic electrons with an infrared laser,

the polarization characteristics of laser

photons can be easily transferred to

X-rays (Petrillo et al., 2015). Hence,

linearly polarized X-rays can be gener-

ated straightforwardly in a Thomson

scattering light source by adjusting the

polarization of the laser beam. For

X-rays with linear polarization, their

differential cross section of Compton

scattering is described by the Klein–

Nishina formula,

d�KN;LP

d�
¼

1

2
r 2

e "
2 "þ "�1 � 2 sin2 � cos2 �
� �

; ð1Þ

where re = 2.82 � 10�15 m is the classical electron radius, � and

� are the polar angle and azimuthal angle, respectively, and

" is the energy ratio between the Compton scattered photon

Ef and the incident photon Ei,

" ¼
Ef

Ei

¼
1

1þ ðEi=mec2Þð1� cos �Þ
; ð2Þ

where mec2 = 0.511 MeV is the rest energy of electron. At the

direction of � = 90�/270� and � = 0�/180�, the differential cross

section reaches its minimum value, as shown in Fig. 1. Hence,

the single Compton scattering background in XFCT will be

greatly reduced when an X-ray fluorescence detector is placed

in this direction, which is the theoretical basis of scattering

suppression based on linearly polarized X-rays.

2.2. Monte Carlo simulation

To demonstrate the feasibility of XFCT based on a

Thomson scattering X-ray source, a Monte Carlo simulation

was performed using the Geant4 toolkit (Agostinelli et al.,

2003) (version 10.05). A fan beam imaging geometry was

adopted in our simulation as the FOV of a Thomson scattering

light source is very large, usually on the centimetre scale. The

layout of the XFCT simulation is shown in Fig. 2. X-rays were

generated at the interaction point (IP) (Chi et al., 2018a) of

the electron bunch and the laser beam, and then propagated

12.0 m in the z-axis direction before reaching the sample. The

X-rays were linearly polarized in the x-axis (horizontal)

direction and can be tuned in the y-axis (vertical) direction

when a polarization-based comparison simulation is carried

out. The source spot size used in this simulation was 10.0 mm

root mean square (r.m.s.) and the X-ray energy was 60 keV

with an r.m.s. bandwidth of 1.0%. All the source parameters in

the simulation, such as the source spot size (Chi et al., 2018a)

and bandwidth (Hartemann et al., 2005), can be easily

achieved based on the existing technology. The reason why we

choose such a long source-to-sample distance (12.0 m) is to
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Figure 1
Differential Compton scattering cross sections at different X-ray energies in angular coordinate: (a)
� = 0�/180�, (b) � = 90�/270�. �T = 6.65 � 10�25 cm2 is the total Thomson scattering cross section.

Figure 2
Schematic for XFCT based on a Thomson scattering X-ray source (not to scale).



limit the bandwidth of scattered X-rays caused by the energy–

angle effect (Chi et al., 2017a) of a Thomson scattering light

source. A photon-counting detector, made of cadmium zinc

telluride (CZT), was placed perpendicular to the x-axis in the

x–z plane for the lowest scattering background according to

the scattering suppression theory in Section 2.1. The detector

was modelled using parameters that are available at present

(Taguchi & Iwanczyk, 2013) – a pixel size of 100 mm and

energy range of 20–100 keV. For simplicity, other parameters

were assumed to be ideal, e.g. ideal energy resolution, 100%

detection efficiency, no dark current, no readout noise and no

Poisson statistics. The distance between the photon-counting

detector and the sample was 4.0 cm. In the middle of them was

a pinhole collimator of diameter 0.5 mm and thickness 5.0 mm,

which was made of lead (Pb). In order to acquire the

attenuation data of the sample for attenuation correction

simultaneously, an ideal energy-integrating detector with pixel

size of 100 mm was placed 0.5 m downstream from the sample.

The sample was a cylinder of polymethyl methacrylate

(PMMA) of diameter 2.5 cm, inside which there were five

contrast agent containers of diameter 5.0 mm. The contrast

agents were water solutions loaded with gadolinium (Gd), and

the weight fractions of Gd were 0.2, 0.5, 1.0, 2.0 and 4.0 wt%,

respectively. For element Gd, its K-edge is located at EK =

50.23 keV and its K� lines are located at 43.00 keV (K�1) and

42.31 keV (K�2) (Bearden, 1967). During the simulation, a

5 keV energy interval, ranging from 40 keV to 45 keV, of the

photon-counting detector was set to collect the K� fluorescent

photons of Gd. The fluorescence yield !K� of Gd used in

the simulation was 0.75046 (i.e. !K�1 = 0.48224 and !K�2 =

0.26822). For a CT scan, there were 360 projections acquired

at a rotation step of 1�, in each of which the incident X-ray

photon number used for simulation was 1.0 � 109. These

X-ray photons were uniformly distributed in a fan beam angle

�c of 2.56 mrad confined by the collimator at the exit of

the vacuum tube, corresponding to an FOV of �3.0 cm at

the sample.

2.3. Image reconstruction and attenuation correction

According to the imaging geometry in Fig. 2, the detection

process of X-ray fluorescence photons can be divided into

three steps:

(i) The incident X-rays with intensity I0 and energy E0 will

be attenuated by the sample when they travel from point A to

point P; then the X-ray intensity I(P) at P can be written as

IðPÞ ¼ I0 exp �
RP
A

�ðE0; rÞ ds

� �
; ð3Þ

where � is the linear attenuation coefficient of the sample and

r denotes a vector in Euclidean space.

(ii) The fluorescent X-ray photons are emitted isotropically

if E0 is higher than Ek (E0 = 60 keV > Ek in our simulation

case), and the fluorescence intensity IXRF(P) at P is propor-

tional to I(P) and the local concentration �Gd(P) of Gd

represented by mass percent,

IXRFðPÞ ¼ IðPÞ�m
Gd;PEðE0Þ �GdðPÞ!K�; ð3bÞ

where �m
Gd;PEðE0Þ is the photoelectric mass absorption coeffi-

cient of Gd at E0.

(iii) The fluorescent X-rays will be collected by the pinhole

collimator C after propagating a distance dp and then they are

detected by the photon-counting detector D. Along this path,

they are also attenuated by the sample from P to the boundary

B. Hence, the fluorescence intensity Idet(P, D) coming from P

and detected at D can be expressed as

IdetðP;DÞ ¼ IXRFðPÞ
� �=2ð Þ

2

4�d 2
p

exp �
RB
P

� EXRF; rð Þ ds

� �
; ð3cÞ

where EXRF is the spectrum-averaged energy of the K� lines of

Gd and its value is taken as 42.76 keV in the simulation.

Obviously the total fluorescence intensity detected at the ith

bin Di (i = 1, 2, . . . , M) of D is a volume integral of Idet(P, D)

over the pixel region VP!Di
in the phantom inside a cone

subtended by Di toward the pinhole,

Idet;i ¼

ZZZ
VP!Di

IdetðP;DÞ dVP: ð4Þ

If the attenuation terms �(E0, r) and �(EXRF, r) in equations

(3a) and (3c) are known, the relation between the detected

fluorescence intensity Idet of size M � 1 and the unknown Gd

concentration qGd of size N � 1, after sample discretization,

can be expressed in the form

Idet ¼ A qGd; ð5Þ

where A = [aij] is the system matrix of size M � N. Then,

the qGd map can be reconstructed using an iterative algorithm

called maximum-likelihood expectation maximization

(MLEM) (Shepp & Vardi, 1982),

�ðkþ1Þ
Gd; j ¼

�ðkÞGd; jPM
i¼1 aij

XM

i¼1

aij Idet;iPN
j0¼1 aij0 �

ðkÞ
Gd; j0

ð j ¼ 1; 2; . . . ;NÞ:

ð6Þ

Usually, the attenuation of the sample is unknown and non-

negligible, hence an adjoint attenuation CT scan is necessary

to calculate the system matrix A and this can be realized easily

since the energy of a Thomson scattering light source is

continuously tunable. For determining the attenuation of the

fluorescence photons, another attenuation CT scan was

simulated at the same imaging geometry, while the photon

energy was reduced to 42.76 keV with an r.m.s. bandwidth of

1% and only 180 projections were acquired at a sampling

interval of 1�. Meanwhile, the incident X-ray photon number

used at each projection was also 1.0 � 109. The attenuation

data of the phantom at both 60 keV and 42.76 keV were

reconstructed using the well known ART-TV iterative algo-

rithm and 180 projections were used in each attenuation

reconstruction.
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3. Results and discussions

To examine the efficiency of the scattering suppression

scheme, two typical X-ray polarizations, i.e. horizontal polar-

ization and vertical polarization, were used for comparison

in the simulation. The comparison result between the two

fluorescence spectra collected by the photon-counting

detector with an ideal energy resolution (45 eV used here) is

shown in Fig. 3. The spectrum was created by summing all of

the pixels of the photon-counting detector after a full XFCT

scan. Note that the K� and K	 lines of Gd and the Compton

and Thomson scattering backgrounds are all witnessed. The

Compton scattering background mainly concentrates in the

energy region of 48–59 keV, hence it can be effectively

excluded by the photon-counting detector in the signal

collection region of 40–45 keV in the simulation. Compared

with the vertical polarization case, the Compton scattering

background, in the horizontal polarization case, is suppressed

by about 1.6 times, verified by calculating the mean value of

typical L lines of Pb [cf. subfigure (2) of Fig. 3]. Hence, the

scattering background in the fluorescence signal region is also

reduced at the same level [cf. subfigure (1) of Fig. 3]. Different

from the theoretical prediction described in Section 2.1, the

improvement of scattering background is not substantial and

this can be attributed to the deviation of scattering angles

to the right one. In our simulation geometry, only Compton

scattering occurring along the x-axis direction strictly satisfies

the right angle described in Section 2.1, and the scattering

from other parts of the phantom is still significant. By

restricting the detected energy range of fluorescent signal and

using the X-rays with horizontal linear polarization, the scat-

tering background can be reduced to a negligible level, hence

no scattering correction is needed before the CT reconstruc-

tion.

The sinogram (projection data, 360 � 400) of the sample

is shown in Fig. 4. The contrast agents with different Gd

concentrations can be discriminated. Meanwhile, the self-

absorption effect and the non-sinusoidal nature, due to the

pinhole size influence, of the sinogram can also be witnessed.

Based on this sinogram, the Gd concentration map can be

reconstructed and the results are shown in Fig. 5. The recon-

struction results with and without attenuation correction are

all depicted in this figure, and they are all expressed in relative

values. Also shown in Fig. 5 are the attenuation reconstruction

results of the phantom at 60 keV and 42.76 keV, which are

used to calculate the attenuation terms in system matrix A.

Note that the five contrast agents can be identified in the

attenuation-corrected XFCT image [cf. Fig. 5(b)], while the

contrast agent with Gd concentration of 0.2% can hardly be
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Figure 4
Sinogram of the phantom in the XFCT simulation.

Figure 5
Gd concentration maps reconstructed (a) without and (b) with
attenuation correction and the attenuation CT of the phantom
reconstructed at (c) 60 keV and (d) 42.76 keV. The red dotted squares
in the upper images are ROIs chosen for the quantitative analysis of the
reconstructed results.

Figure 3
Comparison between two typical fluorescence spectra detected by the
photon-counting detector. CS: Compton scattering; TS: Thomson
scattering. *The ratio between the vertical polarization spectrum and
the horizontal polarization spectrum at the corresponding L lines of Pb.



discriminated from the background in the attenuation CT

results [cf. Figs. 5(c) and 5(d)]. In order to quantitatively

analyze the reconstruction results, six regions of interest

(ROIs) highlighted by red dotted squares in Figs. 5(a) and 5(b)

are chosen. The relation between the reconstructed value S

averaged over the ROI pixels in Fig. 5(b) and the actual Gd

concentration �Gd is plotted in Fig. 6. Also shown in Fig. 6 is

the linear fitting result between S and �Gd. Obviously, there is

a good linear relation between the reconstructed result and

the Gd concentration with r2 = 0.9999. Using this relation for

calibration, the relative values in the reconstructed images can

be expressed by actual concentration values for quantitatively

absolute measurement.

3.1. The influence of phantom attenuation

Compared with the reconstruction result in Fig. 5(a), the

image contrast reconstructed with attenuation correction in

Fig. 5(b) is improved significantly. To quantitatively analyze

this contrast improvement, the contrast-to-noise ratio (CNR)

is calculated. The CNR is defined as

CNR ¼
SGd � SBG

�BG

; ð7Þ

where SGd and SBG are the means of the ROI pixel values

in the Gd and PMMA regions, respectively, and �BG is the

standard deviation in the same ROI region of the PMMA. The

calculated CNR results are depicted in Fig. 7 and also given in

Table 1. Obviously the CNR of the reconstructed result with

attenuation correction is higher than that of the corresponding

result without attenuation correction. Based on the CNR

results, we can also evaluate the contrast agent detectability.

According to the Rose criterion, an object’s CNR must exceed

3–5 in order to be detectable (Rose, 2013). To determine the

actual value, we introduce another evaluation index called

the limit of detection (LOD) with 95% confidence, which is

defined as (Currie, 1968)

LOD ¼ SBG þ 3:29�BG: ð8Þ

This gives a CNR threshold of 3.29 with 95% confidence.

Based on this criterion, the four contrast agents with higher

Gd concentration in XFCT can be clearly detected (CNR > 5,

cf. Table 1) and the contrast agent with 0.2 wt% Gd concen-

tration in XFCT can be identified with a confidence of more

than 95% (CNR > 3.29, cf. Table 1). Since the attenuation

correction can enhance the CNR in XFCT and a higher CNR

means a lower LOD, it is necessary to correct the phantom

attenuation to improve the LOD in XFCT.

3.2. The necessity of one full cycle sampling

For conventional attenuation CT in parallel or quasi-

parallel (small fan angle) imaging geometry, 180� angular

sampling is enough as its reconstruction and sampling at

opposing angles cannot provide more information. However,

in the XFCTusing pinhole geometry the detected fluorescence

signal changes with distance to the pinhole due to the self-

absorption effect, hence sampling at opposing angles still

provides additional information. For comparison, an XFCT of

the phantom is reconstructed using 180� angular sampling at

1� intervals. In order to keep the same photon statistics as

the case of 360� angular sampling, the incident X-ray photon

number in each projection is doubled. The reconstruction

result is shown in Fig. 8. It is obvious that the Gd maps are

more noisy and the artefacts, especially around the discs of

2.0% and 4.0%, are stronger compared with the reconstructed

result in Fig. 5(b). Therefore, one full cycle (360�) sampling
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Figure 7
Comparison of the CNRs in XFCT reconstructed with and without
attenuation correction and K-edge subtraction CT.

Table 1
CNR comparison for different reconstruction modalities.

Gd
concentration
(wt%)

Original
data

Attenuation
correction

K-edge
subtraction

0.2 3.71 3.98 1.96
0.5 11.50 13.94 13.35
1.0 23.67 29.99 32.60
2.0 47.95 63.38 71.56
4.0 92.75 131.58 152.68

Figure 6
Relation between the reconstructed result and the actual Gd concentra-
tion. The reconstruction value is a mean over all pixels in the ROI and the
error bar is the corresponding standard deviation.



becomes necessary when the attenuation of the phantom

cannot be neglected.

3.3. The influence of sampling interval

The sampling interval is an important factor that can affect

the reconstruction quality of XFCT and the imaging time. To

demonstrate this influence, the phantom is reconstructed at

different sampling intervals, and the results are shown in Fig. 9.

Since the data acquisition of attenuation CT is more efficient

than its counterpart XFCT, the attenuation CT of the phantom

with high accuracy can be easily obtained. Hence, we only

focus on the influence of XFCT reconstruction on the image

quality without considering the errors introduced by

attenuation CT reconstruction due to the sparse sampling,

and the attenuation data in Figs. 5(c) and 5(d) are used for

attenuation correction here and below. From Fig. 9, it can be

seen that the sampling interval plays an important role in the

accurate XFCT reconstruction. When the sampling interval

increases to 20�, the disc of 0.2% can hardly be distinguished

from the background. Using a higher sampling interval [cf.

Figs. 9(e) and 9( f)], the reconstruction results are seriously

degraded by the artefacts caused by the angular under-

sampling.

In order to quantitatively analyze the influence of the

sampling interval on image reconstruction, the relative error

Re is calculated, and is defined as

Re ¼

PN
j¼ 1 �Gd;j � �

�
Gd;j

� �2

N

" #1=2

; ð9Þ

where �Gd,j and ��Gd;j are the reconstructed value of the jth

pixel after calibration and its corresponding expected value,

respectively, and N is the number of pixels in the recon-

struction region. The calculated result is shown in Fig. 10.

Notice that the relative error Re is a monotonically increasing

function of the sampling interval. When the sampling interval

is less than 5�, Re increases slowly and the influence of the

sampling interval on the reconstruction quality is trivial [cf.

Figs. 5(b) and 9(b)]. While the sampling interval exceeds 10�,

Re increases rapidly and the reconstruction quality of the

phantom deteriorates seriously [cf. Fig. 9(c)–9( f)]. Therefore,

the 5� sampling interval is a better choice in terms of the

improvement of imaging time.

3.4. Comparison between XFCT and K-edge subtraction CT

Since the attenuation data of the phantom are recon-

structed at energies both above and below the K-edge of Gd
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Figure 9
Attenuation-corrected XFCT of the phantom reconstructed at different sampling intervals over 360�: (a) 2�, (b) 5�, (c) 10�, (d) 20�, (e) 30� and ( f ) 40�.

Figure 8
Attenuation-corrected XFCT of the phantom reconstructed using 180�

angular sampling at 1� intervals.



[cf. Figs. 5(c) and 5(d)], a K-edge subtraction can be easily

realized, i.e.

��KðrÞ ¼ � EKþ ; rð Þ � � EK� ; rð Þ; ð10Þ

where EKþ and EK� are 60 keV and 42.76 keV in the simula-

tion, respectively. The result is shown in Fig. 11. Obviously,

the disc of 0.2% is still indiscernible from the background.

This can also be confirmed by the Rose criterion (CNR < 3,

cf. Table 1). For quantitative analysis of the result, six ROIs

chosen in the quantitative analysis of the XFCT result are also

taken into consideration. The CNR of the K-edge subtraction

CT is calculated and depicted in Fig. 7. Compared with the

XFCT result, the CNR values for 0.2 and 0.5 wt% Gd in the K-

edge subtraction CT are reduced by 2.03 (i.e. 3:98=1:96,

cf. Table 1, similarly hereinafter) and 1.04 times, respectively.

Meanwhile, the CNR values for 1.0, 2.0 and 4.0 wt% Gd in the

K-edge subtraction CT are improved by 1.09 (i.e. 32:60=29:99,

cf. Table 1, similarly hereinafter), 1.13 and 1.16 times than

their counterparts in XFCT, respectively. Since the total inci-

dent photon flux used for reconstruction is the same (360

projections for XFCT while 180 projections for each

attenuation CT, and the same incident photon number in each

projection), the CNR comparison between XFCT and K-edge

subtraction CT is fair. This result shows that XFCT has

advantage over K-edge subtraction CT for contrast agents

with lower concentration, and a similar conclusion was also

drawn in previous works (Bazalova et al., 2012; Feng et al.,

2014).

3.5. The influence of incident X-ray photon number

Usually, the fluorescence yield is low, hence the incident

X-ray photon number used to excite the characteristic fluor-

escence emission plays an important role in the accurate

XFCT reconstruction. To discuss this problem, simulations

using different incident X-ray photon numbers are carried out

with the sampling strategy unchanged (i.e. 360� sampling at 1�

intervals). The reconstruction results are shown in Fig. 12. As

expected, the reconstructed image quality becomes worse with

the decrease of the incident X-ray photon number. To quan-

titatively analyze the influence, the LOD defined in Section 3.1

is evaluated and the result is shown in Fig. 13. Here, the LOD

is expressed in units of wt% based on the calibrated conver-

sion in Fig. 6. It is obvious that 5.0 � 108 incident X-ray

photons per projection are needed in order to accurately

retrieve the contrast agent with Gd concentration of 0.2%.

When a higher Gd concentration of 1.0% is used, the incident

X-ray photon number per projection can be reduced to

1.0 � 107 for its accurate reconstruction.

3.6. Estimation of imaging time

Based on the above discussion, 5.0 � 108 incident X-ray

photons per projection are necessary to accurately reconstruct

the phantom in our imaging geometry. For the sampling

strategy using 360� at 1� intervals, the total incident X-ray

photon number of a whole CT scan is 1.8 � 1011. These

photons are uniformly distributed in the fan of �c = 2.56 mrad

and 100 mm height at 12.5 m downstream of the IP, corre-

sponding to a photon density of 5.6 � 1010 photons mm�2. By

extending this 2D model to 3D, the incident X-ray photon

number in a cone of the same polar angle at the same distance

can be easily calculated using the same photon density and the

value is 4.5 � 1013. The photons in this cone are just a small

fraction of the total photon yield in a Thomson scattering light

source and the fraction F can be calculated by integrating the

probability density function f(�, �) of the spatial distribution

of scattered photons (Chi et al., 2017b) over this cone,

F ¼

Z2�
0

Z�c=2

0

3

8�

1


2ð1� 	 cos �Þ2
ð11Þ

� 1�
sin2 � cos2 �


2ð1� 	 cos �Þ2

� �
sin � d� d�;

where 
 = 1=½ð1� 	2Þ
1=2
� is the relativistic Lorentz factor

and 	 = v/c is the speed of electron normalized by the speed

of light. For a commonly used head-on collision geometry

between the electron bunch and laser pulse, 
 can be calcu-

lated through the relation between the scattered X-ray peak

energy Ex and the laser photon energy El ,
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Figure 10
Relation between the relative error Re and the sampling interval.

Figure 11
Normalized K-edge subtraction CT of the phantom. The red dotted
squares in the image are the same ROIs as in Figs. 5(a) and 5(b), chosen
for the quantitative analysis of the reconstructed results.



Ex ¼ 4
2El : ð12Þ

For an 800 nm laser commonly adopted in a Thomson scat-

tering light source and 60 keV X-rays in our simulation, 
 is

98.34 and F is 0.023. Hence, the total photon yield required for

a whole XFCT scan is 4.5 � 1013/F = 2.0 � 1015.

For a low-repetition Thomson scattering light source, e.g.

the Tsinghua Thomson scattering X-ray source with photon

yield of 2.0 � 108 photons s�1 (Chi et al., 2018b), it would take

�116 days to finish the data acquisition for the whole CT with

the same statistics. Even though a sampling interval of 5� can

reduce the imaging time to �23 days without significantly

losing the reconstruction quality according to the results in

Section 3.3, the huge amount of imaging time cannot be

acceptable for practical XFCT applications. However, the

photon flux of a Thomson scattering light source, based on the

high-repetition design technology, can reach 1013 photons s�1

and a series of laboratory-scaled facilities have been proposed

and are under development at present (Jacquet, 2014; Deitrick

et al., 2018). Using these high-flux light sources, the data

acquisition time of XFCT can be reduced to the minute or

second level for the same parameters in our simulation, which

is very attractive for in vivo imaging.

3.7. Analysis of the pulse pile-up effect

The pulse pile-up problem of a photon-counting detector

can seriously affect the imaging quality when the photon flux

is high. Here, we will analyze the potential pulse pile-up in

our imaging geometry. The typical X-ray pulse length of a

Thomson scattering light source is very short (ps–fs), far below

the time resolution of a photon-counting detector. In order

to avoid the pulse pile-up problem, the photon number of

fluorescent X-rays detected per pixel on the detector cannot

exceed 1 in one incident X-ray pulse. Hence, the photon yield

Y per pulse should meet the following requirement,

Y F

� R1 tanð�c=2Þ
� �2 �

m
Gd;PEðE0Þ �GdðPÞ ð13Þ

� VGd !K�

� �=2ð Þ
2

4�d2
p

1

Npix

	 1;

where VGd is the phantom volume containing Gd inside the

fan beam and Npix = 250 [i.e. ð2:5 cm=100 mmÞðd2=d1Þ] is the

number of effective detector pixels collecting fluorescent

X-ray photons. For conservative estimate, we neglect the

phantom attenuation in equation (13) and assume that the

phantom is fully filled with contrast agent with Gd concen-

tration of 4.0 wt%. Thus, the value of VGd is �49.1 mm3. The
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Figure 12
Attenuation-corrected XFCT of the phantom reconstructed using different incident X-ray photon numbers per projection: (a) 5.0 � 108, (b) 1.0 � 108,
(c) 5.0 � 107, (d) 1.0 � 107, (e) 5.0 � 106, and ( f ) 1.0 � 106.

Figure 13
Relation between the LOD and the incident X-ray photon number used
per projection.



photoelectric mass absorption coefficient �m
Gd;PEðE0Þ of Gd at

E0 (60 keV) can be obtained from the software XOP (version

2.4) (see http://www.esrf.eu/Instrumentation/software/data-

analysis/xop2.4 for details) and its value is 11.3128 cm2 g�1.

The distance dp can be taken as an approximate value,

i.e. dp ’ d1 = 2.0 cm, and other parameters in equation (13)

are the same as before. Substituting these parameters into

equation (13), we can calculate the photon yield Y 	

1.2 � 1011 photons pulse�1. This value limits the highest

photon yield per pulse of a Thomson scattering light source to

avoid the pulse pile-up problem using our imaging geometry.

For a Thomson scattering light source with low repetition,

the photon yield cannot reach the above limitation at present

and the pulse pile-up cannot occur for fluorescent X-ray

photons excited by adjacent incident X-ray pulses; the pulse

pile-up problem, therefore, can be neglected in our imaging

geometry. For a Thomson scattering light source with high

repetition [usually in continuous wave (CW) mode], the pulse

pile-up for fluorescent X-ray photons excited by adjacent

incident X-ray pulses can occur, while this problem cannot

occur in one incident X-ray pulse because of its relatively low

photon yield per pulse. To estimate this effect, we take the

photon flux of 1013 photons s�1 as an example. In this case,

the photon flux of fluorescent X-rays on the photon-counting

detector, based on the above analysis, is �83 photons

pixel�1 s�1 (i.e. 1013=1:2� 1011). However, the count rate for a

photon-counting detector can reach 0.01–10 Mcounts s�1

pixel�1 now (Taguchi & Iwanczyk, 2013) and it is far above the

photon flux of fluorescent X-rays. Therefore, the pulse pile-up

can also be neglected in our imaging geometry for a high-

repetition Thomson scattering light source with photon flux

of 1013 photons s�1.

4. Conclusion and outlook

The excellent beam quality, small footprint and moderate cost

of Thomson scattering X-ray sources provide a promising

prospect for XFCT in laboratories and hospitals. In this paper,

the feasibility of linearly polarized XFCT based on this type of

light source has been studied by Monte Carlo simulations. The

improvement of Compton scattering background has been

verified by using X-rays with horizontal linear polarization.

An accurate image of the Gd-containing phantom with Gd

concentration ranging from 0.2 to 4.0 wt% has been recon-

structed with improved CNR after attenuation correction.

Compared with K-edge subtraction imaging, the CNR

improvement of XFCT at low Gd concentrations of 0.2 and

0.5 wt% has been demonstrated. Using a high-flux Thomson

scattering light source (e.g. 1013 photons s�1), XFCT can be

realized at the minute or second level without introducing any

pulse pile-up problem, which is very promising for in vivo

imaging. However, the scattering suppression is not significant

in the current work due to the pinhole-collimated imaging

geometry. This limitation can be resolved by using a parallel-

hole collimation, such as an X-ray polycapillary. The high

spatial resolution and large collection angle of an X-ray

polycapillary will further improve the imaging time, and

relevant investigations on this topic will be carried out in the

near future.
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