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Third-order nonlinear two-wave dynamical X-ray diffraction in a crystal is

considered. For the Laue symmetrical case of diffraction a new exact solution is

obtained. The solution is presented via Jacobi elliptic functions. Two input free

parameters are essential: the deviation parameter from the Bragg exact angle

and the intensity of the incident wave. It is shown that the behavior of the field

inside the crystal is determined by the sign of a certain combination of these

parameters. For negative and positive signs of this combination, the wavefield

is periodic and the nonlinear Pendellösung effect takes place. For the nonlinear

Pendellösung distance the appropriate expressions are obtained. When the

above-mentioned combination is zero, the behavior of the field can be periodic

as well as non-periodic and the solution is presented by elementary functions. In

the nonperiodic case, the nonlinear case Pendellösung distance tends to infinity.

The wavefield diffracts and propagates in a medium, whose susceptibility is

modulated by the amplitudes of the wavefields. The behavior of the wavefield

can be described also by an effective deviation from the Bragg exact angle. This

deviation is also a function of the wavefields.

1. Introduction

Theoretical and experimental investigations of nonlinear hard

X-ray diffraction and other nonlinear effects of X-ray inter-

actions with matter are motivated by the success of high-

intensity hard X-ray synchrotron sources and X-ray free-

electron lasers (XFELs).

Physically, how do nonlinear phenomena of X-ray inter-

actions with matter occur? The basis of all the processes of

interactions of X-ray radiation with matter is the interaction of

the X-ray wave with the electrons of the medium. The force of

an external electromagnetic field and the force associated with

the intra-atomic potential act on each electron in the medium

(Boyd, 2003). Thus each electron will experience the force

Fin + eE + e[vB]. Here the intra-atomic force Fin = �rUin,

where Uin is intra-atomic potential energy. When there is no

external field, the electron is in its equilibrium position, where

Fin = �rUin = 0. The external electrical field strength in the

nonlinear case is close to the intra-atomic electrical field;

it may be one or two orders less, since the nonlinear effects

accumulate during the propagation of the wave. Under the

action of an external field, the intra-atomic restoring force

arises. If we expand the atomic potential energy near the

equilibrium point, then depending on the intensity of the

external field we can restrict ourselves to a quadratic, cubic or

fourth-degree term. Accordingly, the restoring force will be

linear in coordinate, quadratic or cubic. If we neglect the

Lorentz magnetic force, then solving the classical mechanical

equation of motion, using the perturbation theory, we can find

the electron coordinate up to third-order nonlinear terms on E
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(Boyd, 2003). Thus the medium response will be described

with up to third-order nonlinear polarization. When the

frequency of the external field is sufficiently greater than the

resonance frequencies of the electrons, then the restoring

force can be omitted and there is no nonlinear term. This

model is called the free electron model or cold collisionless

plasma model. For this model the nonlinear terms can arise

from the Lorentz magnetic force (Eisenberger & McCall,

1971). Thus there are two models of nonlinearity. The first

takes into account the restoring nonlinear force, and the

second takes into account the nonlinearities coming from the

magnetic force. We can, therefore, distinguish the nonlinear-

ities of bonding electrons, when the restoring force is taken

into account, and the nonlinearities of free electrons, when the

restoring force is omitted.

The quantum mechanical approach to the nonlinear polar-

ization is based on the time-dependent perturbation theory of

the Schrödinger equation. The motion of electrons without an

external field is described by stationary states of the unper-

turbed Hamiltonian. The interaction with an external field

generates some interaction terms in the Hamiltonian.

Considering the interaction terms as perturbations, one can

find the first-, second- and third-order corrections to the

current density and wavefunctions and thus one can find the

first-, second- and third-order corrections to the polarization

(Boyd, 2003). The unperturbed wavefunctions of electrons are

considered to be known.

The second- and the third-order polarizations can formally

be written in the form P (2)(t) = "0�
(2)E 2(t) and P (3)(t) =

"0�
(3)E 3(t) (Boyd, 2003), where � is the nonlinear suscept-

ibility and "0 = 8.85 � 10�12 F m�1 is the permittivity of free

space. Assuming that the electrical field is the sum of two fields

with frequencies !1 and !2, the following main second-order

processes can be distinguished: P ð2Þð2!1Þ ’ E 2
1 ð!1Þ or

P ð2Þð2!2Þ ’ E 2
2 ð!2Þ correspond to the second harmonic

generation (SHG), P (2)(!1 + !2) ’ E1(!1)E2(!2) corresponds

to the sum frequency generation (SFG), P ð2Þð!1 � !2Þ ’

E1ð!1ÞE
�
2 ð!2Þ is the difference frequency generation (DFG),

P ð2Þð0 ¼ !1 � !1 ¼ !2 � !2Þ ’ ½E1ð!1ÞE
�

1
ð!1Þ+E2ð!2ÞE

�
2ð!2Þ�

is the optical rectification (OR).

One of the second-order nonlinear processes is the spon-

taneous parametric down conversion (PDC), when a field

(photon), i.e. the pump, with a frequency !p, in a medium with

a second-order nonlinear response, decays into two photons

with frequencies !s and !i, so that !p = !s + !i. These photons

are called signal and idler photons. The corresponding polar-

izations are P ð2Þð!sÞ ’ Epð!pÞE
�
i ð!iÞ and P ð2Þð!iÞ ’

Epð!pÞE
�
s ð!sÞ. In the X-ray region, PDC has been theoreti-

cally predicted in crystals (Freund & Levine, 1969). One of the

photons, e.g. the signal, must have a frequency in the X-ray

region. In the X-ray region the physical mechanism is the

following: quantum noise at the signal and idler frequencies

in the nonlinear crystal produce a fluctuating sum frequency

polarization P ð2Þp ð!p ¼ !s þ !iÞ ’ Esð!sÞEið!iÞ, which inter-

acts with the external pump field (Freund, 1972). Besides the

energy conservation, these three photons must also satisfy the

momentum conservation law kp = ks + ki. But for X-rays the

refractive index is close to unity, and this conservation law

cannot be satisfied in an amorphous medium due to the

dispersion of the refractive index (Adams et al., 2000).

Meanwhile, in the crystals the conservation law can be written

in the form kp + h = ks + ki, where h is a reciprocal lattice

vector (Freund & Levine, 1969). By choosing an appropriate

reciprocal lattice vector the momentum conservation law can

be satisfied in crystals. Three types of X-ray PDC are distin-

guished: (i) both signal and idler have X-ray region frequen-

cies (XPDC); (ii) the signal frequency is in the X-ray region

and the idler frequency lies in the optical range; and (iii) the

signal frequency lies in the X-ray region and the idler

frequency lies in the ultraviolet range (XUV) (Freund, 1972).

In the last mentioned work it was predicted that for the first

case the nonlinear interaction is governed by the total electron

charge density, the second type of conversion is determined by

the redistribution of the electron charge density, and the third

type is determined by the charge distribution of valence

electrons. Thus the experimental observation of PDC can be

used for determination of electron charge density in materials.

Another application would be quantum optics (Adams et al.,

2000). Observation of PDC of the first type has been reported

by Eisenberger & McCall (1971). In theoretical work, Freund

& Levine (1969) have shown that XPDC can be realized using

10 kW sources. Eisenberger & McCall (1971) used a 2 kW

X-ray tube and Mo K� radiation. The pump photon has energy

17 keV. Signal and idler photons with energies of 8.5 keV have

been registered as a result of diffraction using a Be crystal. The

binding energy of Be is 100 eV and the photon frequency is

very large in comparison with resonance frequencies. So the

free electron model is used. Relatively recently, XPDC has

been observed in the works of Yoda et al. (1998) and Adams

et al. (2000). In these works XPDC is observed using Bragg

diffraction in diamond crystals. Synchrotron sources of X-rays

are used. Using a synchrotron source makes it possible to use

beams with small angular divergence, which is necessary to

detect pairs of photons scattered to small solid angles. The

diamond crystals used have a high degree of perfection and do

not absorb the emitted photons strongly. XPDC has also been

observed in Laue geometry (Shwartz et al., 2012).

PDC of the second type is theoretically considered by

Freund & Levine (1970). The experimental observation of the

second kind of PDC, i.e. the PDC of X-rays into the optical

regime, has been reported by Schori et al. (2017) (in this work

see also the references about X-ray and optical wave mixing

SFG and DFG processes). The authors used an X-ray

synchrotron source of radiation.

The observation of PDC in the XUV was first reported in

the work Danino & Freund (1981). In the experiment, 8 keV

pump photons decay into signal photons with 7.7 keV energy

and idler photons having an extreme ultraviolet (EUV)

energy range of 335 eV. Bragg diffraction of the pump wave is

performed using a LiF crystal. More recently, this effect

has been studied, for example, by Tamasaku & Ishikawa

(2007a,b). The first mentioned work is the first XUV experi-

ment using X-ray synchrotron sources. The signal and idler

waves propagate interacting with each other, but the back
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influence of these waves on the intensity of the pump wave

is neglected. The theory predicts a Lorentzian form of the

rocking curve, but the experiment shows a peak followed by

an unpredicted dip. The authors explain this dip as the result

of interference between the Compton effect and XUV. In the

second mentioned work the diffraction rocking curve depen-

dence on the idler photon energy has been investigated. By

decreasing the idler photon energy the rocking curves show a

more pronounced dip. In the work of Tamasaku et al. (2009)

using XUV in diamond, the second-order nonlinear suscept-

ibility of diamond is measured. It was found that j�ð2Þ220j = 6 �

10�17 esu = 2.4 � 10�20 m V�1 [according to Boyd (2003),

�(2)(MKS) = 4.189 � 10�4�(2) (Gaussian)]. In diamond and

lithium fluoride crystals XUV is observed using a laboratory

X-ray source (Borodin et al., 2017). It is shown that the

predictions of the free electron model (the nonlinearity arises

from the magnetic force) agree with the experimental results

in diamond. The Compton and Raman scattering form the

noise. The Raman scattering is very weak far from the reso-

nance. The XUV near the K-absorption edge of diamond and

L-absorption edge of silicon were investigated by Barbiellini

et al. (2015). Observation of collective nonlinear interactions

in XUV processes has been reported by Borodin et al. (2019).

An interpretation is proposed which includes nonlinear

interactions with plasmons.

X-ray SHG, also being a second-order nonlinear effect, has

been theoretically investigated by Nazarkin et al. (2003). In

this work the effect is investigated using the free electron

model. The term in the second-order nonlinear current

density, which gives rise the SHG, is determined by the

gradient of the charge density of free electrons. Thus the SHG

of free electrons cannot be realized in homogeneous mediums.

But X-ray SHG of free electrons can be realized in centro-

symmetrical crystals. The phase matching condition is obeyed

considering linear Bragg diffraction (both in Bragg and Laue

geometries) of the formed second harmonic for an appro-

priate reciprocal lattice vector. The necessary intensity for

observing X-ray SHG is estimated to start from 1016 W m�2.

The theory of SHG in XFELs has been discussed by Geloni

et al. (2007). The observation of SHG in diamond has been

reported by Shwartz et al. (2014). The used intensities exceed

1020 W m�2. The SHG from focused ultrashort pulses is

discussed in the work of Yudovich & Shwartz (2015).

X-ray and optical wave mixing, i.e. SFG, is experimentally

investigated in the work of Glover et al. (2012). Discussions of

DFG processes can be found in the works of Shwartz &

Shwartz (2015), Minerbi & Shwartz (2019) and Cohen &

Shwartz (2019).

It is interesting to note that the Compton effect and X-ray

Raman scattering are second-order nonlinear processes

(Bushuev & Kuz’min, 1977). X-ray Raman scattering is

Compton scattering when the frequency of the photon is close

to the resonance frequency of the electron. In this case the

photon is scattered on a bound electron and the scattered

photon frequency is shifted by the resonance frequency of the

scattering electron. These inelastic processes make it possible

to investigate the momentum–energy characteristics of

mediums. Compton scattering allows the re-estimation of

the linear susceptibility (Kolpakov et al., 1978). Anomalous

Compton scattering (nonlinear Compton effect) for a high-

intensity incident X-ray beam has been observed by Fuchs

et al. (2015). In nonlinear Compton scattering, three photons

participate. The nonlinearity is related to relativistic effects of

the electrons. The nonlinear response of an atom to intense

ultrashort X-ray pulses is investigated experimentally by

Doumy et al. (2011).

The formal representation of the third-order nonlinear

polarization is P (3)(t) = "0�
(3)E 3(t) (Boyd, 2003). In the

general case the wave can be a sum of fields with three

different frequencies !1, !2 and !3. The resulting polarization

contains 44 frequency components. Consider a simple case

where the incident radiation has a frequency !. The compo-

nent of polarization P (3)(3!) = "0�
(3)E 3(!) corresponds to a

nonlinear process called third-harmonic generation. Another

important component of polarization is P (3)(!) =

"0�
(3)E2(!)E *(!). This term introduces a contribution to

susceptibility (refractive index) that depends on the intensity

of radiation. A wave with the frequency of the incident wave

propagates and diffracts in a medium with a self-induced

refractive index. In optics, self-focusing phenomena connected

with this term are known. For X-rays this term will describe

the third-order nonlinear Bragg diffraction in crystals. Third-

order nonlinear Bragg diffraction is very important since

Bragg diffractive optical elements (monochromators, colli-

mators, focusing elements) are commonly used for preparing

beams with given parameters. The linear theory of Bragg

diffraction works well for low intensities. Nowadays, for

preparing high-intensity X-ray beams with given parameters, it

is important to understand the properties of Bragg diffraction

taking into account the third-order nonlinear term in the

susceptibility. It is important to estimate the corresponding

third-order nonlinear susceptibility for X-rays. Such an esti-

mate will depend on the model of the scattering process. In

Adams (2003), in the frame of time-dependent perturbation

theory of the Schrödinger equation, the third-order contri-

bution in the susceptibility of X-rays for low-Z materials (Z <

10) in the case of non-resonance electronic response is esti-

mated to be �(3)
’ 1.3 � 10�32 esu = 1.8 � 10�40 m2 V�2,

which is very small and can be neglected. That is why

researchers concentrate on treating third-order nonlinear

X-ray scattering using the free electron model (model of cold

collisionless plasma), taking into account the nonlinearities

coming from the magnetic force. Conti et al. (2008), using the

third-order nonlinear cold plasma model, investigated the

direct propagation of an intense X-ray beam. In the

mentioned work for the third-order nonlinear susceptibility

value the estimate �(3)
’ 10�36 m2 V�2 is obtained.

But the third-order nonlinearity can be investigated using

another model. Let us consider the Ewald model of dipoles in

crystals, well known in linear theory (James, 1950). This model

works well in linear theory. The dipoles can be set in oscilla-

tion by radiation passing through the crystal. The classical

equation of motion of a dipole in the linear approximation is

ppþ !2
0p = e2E=m. Let us extend this model of Ewald, and
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quantum-mechanically consider the nonlinear dipole model

(Balyan, 2015a). The interaction Hamiltonian of a dipole is

H 0 = �pE. For this model the third-order nonlinear term in

the susceptibility was calculated by Boyd (2003) [formula

(4.3.5)]. Using this result and considering the non-resonant

case, when the external field frequency is higher than the

resonance frequencies (such a case is usually realized for

Bragg diffraction in such crystals as Si and Ge), in the work of

Balyan (2015a) the following estimate is obtained for X-rays:

�(3)
’ 10�31–10�33 m2 V�2. This estimate is essentially larger

than the estimates obtained by Adams (2003) and Conti et

al. (2008). The obtained value allows investigating Bragg

diffraction taking into account the third-order nonlinear

contribution. Iirrespective of the value of the third-order

nonlinear susceptibility, the non-linear Bragg diffraction is of

independent interest.

Third-order nonlinear X-ray four-wave mixing is investi-

gated by Tanaka & Mukamel (2002), and X-ray two-photon

absorption, also being a third-order nonlinear process, has

been observed by Tamasaku et al. (2014).

Concluding this introduction, let us formulate the purpose

of this work and its physical sense. As mentioned above, the

third-order nonlinear interaction of X-rays with matter is

determined by the fourth-rank susceptibility tensor �(3)(!q;

!m, !n, !p, r) (Boyd, 2003), where the frequencies obey the

relation !q = !m + !n + !p and r is the radius vector of the

observation point. If the incident wave has the frequency !,

then two main processes, as noted above, can take place. One

of them is third harmonic generation. For this process the

tensor �(3)(3!; !, !, !, r) is responsible. In the medium the

waves with frequencies ! and 3! propagate. These waves have

different refractive indices and the wavevectors have different

modules with the difference �k = 3k(!) � k(3!). As already

shown (Balyan, 2015b), due to this phase mismatch the

intensity of the third-harmonic is small and can be neglected.

The second essential effect is connected to the tensor

�(3)(!; !, !, �!, r). In this case the incident wave with

frequency ! propagates and diffracts in a medium with a self-

induced susceptibility. If the wavevector of the incident wave

with a certain set of lattice planes forms an angle close to the

Bragg angle, then transmitted and diffracted waves will be

formed in the crystal. These waves will diffract and propagate

in the crystal interacting with each other. This will be the

nonlinear dynamical diffraction phenomenon in the crystal.

This phenomenon, i.e. the third-order nonlinear dynamical

diffraction of hard X-rays in crystals, has been considered

by Balyan (2015a,b, 2016a,b,c). An exact solution in a non-

absorbing crystal and for the exact Bragg angle was obtained

for the symmetrical Laue case by Balyan (2016b), and for the

symmetrical Bragg case by Balyan (2015b).

Under two-wave dynamical diffraction conditions, in the

nonlinear case, we have two external free parameters: the

deviation from the Bragg exact angle, as in the linear case, and

the incident beam intensity. In the present work, continuing

the themes of the works of Balyan (2015a,b, 2016a,b,c), an

exact solution is obtained for the third-order nonlinear

symmetrical Laue case dynamical diffraction in crystals, which

takes into account both the intensity of the incident wave and

the deviation from the Bragg exact angle. Using this exact

solution, the third-order nonlinear two-wave X-ray dynamical

diffraction is investigated. These investigations can be a basis

for experimental investigations of the third-order nonlinear

dynamical diffraction in crystals, can be used for manu-

facturing Bragg diffractive optical elements (focusing

elements, monochromators and collimators) for high-intensity

X-ray beams. The exact solutions have a definite advantage

with respect to numerical solutions, since they allow deter-

mining the behaviors of essential physical quantities

depending on the input parameters. Such essential physical

quantities of Bragg diffraction are reflection and transmission

coefficients, extinction length, rocking curve full width at half-

maximum, the behavior of the wavefields depending on depth

and other quantities. The exact solutions also allow finding

new effects and new peculiarities of the phenomena under

investigation.

2. Theory

In Fig. 1 the scheme of X-ray two-wave symmetrical Laue case

dynamical diffraction in a crystal is shown. Under the condi-

tions of X-ray two-wave dynamical diffraction, there are

two strong waves inside a crystal: transmitted and diffracted

(Authier, 2001; Pinsker, 1982). The electrical field in the

crystal,

EðrÞ ¼ E0ðrÞ exp iK0rð Þ þ EhðrÞ exp iKhrð Þ; ð1Þ

where E0,h and K0,h are the amplitudes and wavevectors of

the transmitted and diffracted wave, respectively, h is the

diffraction vector and Kh = K0 + h. The wavevectors are

chosen so as to satisfy the Bragg exact condition K2
h = K2

0 =

k2 = ð2�=�Þ2, where � is the wavelength. In the third-order

nonlinear case the polarization is the sum of the linear

polarization and third-order nonlinear polarization (Balyan,

2015a,b),
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Figure 1
Scheme of X-ray symmetrical two-wave dynamical diffraction, i.e. the
reflecting lattice planes RP are perpendicular to the entrance surface of
the crystal. Shown are Ki

0, the wavevector of the incident beam; � i, the
angle between the incident wave wavevector and the reflecting planes; h,
the diffraction vector; Oxz, the coordinate system in the diffraction plane.
Diffracted and transmitted beams emerge from the exit surface.



Pðr; !Þ ¼ Pð1Þðr; !Þ þ Pð3Þðr; !Þ; ð2Þ

where the frequency ! is explicitly shown. The linear polar-

ization is connected to the field through the linear suscept-

ibility (Authier, 2001; Pinsker, 1982),

Pð1Þðr; !Þ ¼ "0�
ð1Þ
ðr; !ÞEðr; !Þ: ð3Þ

Note that for X-rays �(1)(!, r) = �n(r)e2/("0m!2) < 0 and

j�ð1Þð!; rÞj ’ 10�5 to 10�6, where n(r) is the concentration of

electrons. The third-order nonlinear polarization in an

isotropic medium is connected to the field through the third-

order nonlinear susceptibility (Boyd, 2003; Balyan, 2015a,b),

P
ð3Þ
i ðr; !Þ ¼ 3"0�

ð3Þ
ijklð!;!; !;�!; rÞEjðr; !ÞEkðr; !ÞE

�
l ðr; !Þ;

ð4Þ

where i, j, k, l run the values 1, 2 and 3, corresponding to the

coordinates x, y and z, and * means the complex conjugate. In

(4) the summation over the dummy indices j, k, l is performed.

In an isotropic medium, �(1)(r, !) is a scalar and

�ð3Þijklð!;!; !;�!; rÞ ¼ �ð3Þ1122ð!;!; !;�!; rÞð�ij�kl þ �ik�jlÞ

þ �ð3Þ1221ð!;!; !;�!; rÞ �il�jk; ð5Þ

where �ij is the Kronecker symbol (Boyd, 2003). From (4)

and (5),

P ð3Þ ¼ "0AEðEE�Þ þ "0BE�ðEEÞ; ð6Þ

where A = 3�ð3Þ1122 þ 3�ð3Þ1221, B = 3�ð3Þ1221. For the non-resonant

electronic response case [see formula (4.2.13b) of Boyd

(2003)], �ð3Þ1122 = �ð3Þ1221 and so B = A/2. In this case, from (5),

�ð3Þijklð!;!; !;�!; rÞ ¼ �ð3Þð!; rÞ
ð�ij�kl þ �ik�jl þ �il�jkÞ

3
; ð7Þ

where �ð3Þð!; rÞ = 3�ð3Þ1122 = 3�ð3Þ1221 = �ð3Þ1111. In the work of Balyan

(2015a) for �(3)(!, r) the following approximate expression is

obtained,

�ð3Þ ’
nðrÞ e4a4

0

"0h- 3!3
; ð8Þ

where a0 = 5.3�10�11 m is the Bohr radius and ! is larger than

the resonance frequencies of the electrons in the atoms (non-

resonant case). It is convenient to introduce � = A + B. Using

the approximation (7) we have � = 3�(3). Using the values

n(r) ’ 1028–1030 m�3 and ! = 1019 s�1, from (8) the following

estimate �(3)(!, r) ’ 10�31–10�33 m2 V�2 is obtained. In a

perfect crystal, n(r) is a periodic function of coordinates and

therefore �(1)(r, !) and �(3)(!, r) (as well as A, B and �) are

also periodic functions of coordinates and can be expanded

into Fourier series with respect to the reciprocal lattice vectors

of the crystal. By this method, as in the linear theory (Takagi,

1969), in the work of Balyan (2015a) the third-order nonlinear

two-wave dynamical diffraction equations are obtained. We

shall consider the case of a 	-polarized plane incident wave

(the electric field is perpendicular to the diffraction plane

Oxz), the Laue symmetrical case of diffraction (the reflecting

lattice planes are perpendicular to the entrance surface of the

crystal). The strength of the electrical field [see (1)], in the case

of an incident plane wave, can be presented as (Balyan, 2016b)

EðrÞ ¼ exp ik�0z=ð2 cos �Þ
� �

expðipxÞ

� F0ðzÞ exp iK0rð Þ þ FhðzÞ exp iKhrð Þ
� �

;

where �0 is the zero-order Fourier coefficient of �(1)(r), p =

k cos ���, �� = � i
� � is the deviation of the incident beam

from the Bragg exact orientation, � i is the angle between the

incident wave wavevector and the reflecting lattice planes

(Fig. 1) and � is the Bragg exact angle. The amplitudes satisfy

the propagation equations (Balyan, 2016b),

2ik cos �
dF0

dz
� 2kp sin �F0

þ k2 �0ð F0

�� ��2 þ Fh

�� ��2Þ þ �hF0F�h þ � �hh
F�0 Fh

h i
F0 exp �


z

cos �

� �
þ

n
k2� �hh

Fh þ k2Fh exp �

z

cos �

� �
� ð�0F0F�h þ � �hh

ð F0

�� ��2 þ Fh

�� ��2Þ þ �
2 �hh

F�0 FhÞ

h io
¼ 0;

ð9Þ

2ik cos �
dFh

dz
þ 2kp sin �Fh

þ k2 �0ð F0

�� ��2 þ Fh

�� ��2Þ þ �hF0F�h þ � �hh
F�0 Fh

h i
Fh exp �


z

cos �

� �
þ

n
k2�hF0 þ k2F0 exp �


z

cos �

� �
� ð�0F�0 Fh þ �hð F0

�� ��2 þ Fh

�� ��2Þ þ �2hF0F�h Þ
h io

¼ 0:

The following notations are used: �
0;h; �hh

and �
0;h; �hh;2h;2 �hh

are the Fourier coefficients for the diffraction vectors

h; �hh; 2h and 2 �hh; 
 = k�0i is the linear absorption coefficient,

where �0i is the zero-order Fourier coefficient of the imaginary

part of the linear susceptibility. The boundary conditions are

(Balyan, 2016b)

F0ð0Þ ¼ E i
0; Fhð0Þ ¼ 0: ð10Þ

In a non-absorbing crystal (weak absorption) one can put 
 =

0. Two integrals of motion of the system (9) can be found in

non-absorbing crystals (Balyan, 2015a, 2016b),

F0ðzÞ
�� ��2 þ FhðzÞ

�� ��2 ¼ const ¼ E i
0

�� ��2 ¼ I;

p sin �
Fh

�� ��2 � F0

�� ��2
k

þ Re½�hF0F�h � þ
�0

2
F0

�� ��2 Fh

�� ��2 ð11Þ

þ Re½�hIF0F�h � þ
1

2
Re½�2hF2

0 F�2h � ¼ const ¼ �
Ip sin �

k
;

where I is the intensity of the incident wave. We formally use

the definition ‘intensity’ for jE i
0j

2, since it is proportional to

the modulus of the time-averaged Pointing vector jSi
j =

0:5c"0jE
i
0j

2. The first integral of motion is connected to the

conservation of the energy flux. Now we have two indepen-

dent input parameters: �� and I. Note that in the linear theory

only �� defines the behavior of the field inside the crystal.

Note also that for obtaining the values of the integrals of

motion (11), the boundary conditions (10) are used. It should

be mentioned that in a non-absorbing crystal � �hh = ��h and

� �hh;2 �hh = ��h;2h. These relations were also used to obtain the

integrals of motion.
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3. Exact solution

Our purpose is to find the exact solution of the system (9)

using the boundary conditions (10) and the integrals of motion

(11). The exact solution has been found by Balyan (2016b) for

the case p = 0 (exact Bragg orientation, i.e. �� = 0) and for

a forbidden 2h reflection, when �2h;2 �hh = 0, �2h;2 �hh = 0. The

symmetrical Laue case has been considered. The solution was

presented via Jacobi elliptic functions. Now we will show that

the exact solution in a non-absorbing crystal (
 = 0) for the

Laue symmetrical case and for the forbidden 2h reflection can

also be found for the case �� 6¼ 0. Such a solution will depend

on the deviation from the exact Bragg angle and the intensity

of the incident wave as well. We take 
 = 0 and �2h;2 �hh = 0 in (9).

Let us present the solution of (9) in the form

F0;hðzÞ ¼ �0;hðzÞ exp i’0;hðzÞ
� �

; ð12Þ

where �0, h(z) and ’0, h(z) are real functions. Note that in the

non-resonant electronic response case �(1)(r) and �(3)(r) have

opposite signs and thus the phases of their Fourier coefficients

are shifted by �. We can write �h = j�hj expði�Þ and �h =

j�hj expði�ð3ÞÞ, where �(3) = � + �. Inserting (12) into (9) and

separating the imaginary and real parts, we arrive at the

propagation equations for �0, h and ’0, h ,

2k cos � _��0 � k2�he�h sinð� þ �Þ ¼ 0;

2k cos � _��h þ k2�he�0 sinð� þ �Þ ¼ 0; ð13Þ

2k cos � �0 _’’0 þ
�

2kp sin � � k2
½�0I � 2 �h

�� ���0�h cosð� þ �Þ�
�
�0

� k2½�0�0�h þ �he cosð� þ �Þ��h ¼ 0;

2k cos ��h _’’h �
�

2kp sin � þ k2
½�0I � 2 �h

�� ���0�h cosð� þ �Þ�
�
�h

� k2½�0�0�h þ �he cosð� þ �Þ��0 ¼ 0:

Here for an arbitrary function _ff � df=dz; � = ’0 � ’h and

�he � |�h| � |�h|I is the effective susceptibility depending

on the intensity of the incident wave. As can be seen, in the

equations of �0, h the difference between the linear and

nonlinear theories is the replacement |�h| ! �he. For the

equations of phases, in the nonlinear case, the deviation

parameter p is replaced,

p ! p� k
�
�0I � 2 �h

�� ���0�h cosð� þ �Þ
�
=ð2 sin �Þ

for the transmitted beam and

p ! �
�

pþ k
�
�0I � 2 �h

�� ���0�h cosð� þ �Þ
�
=ð2 sin �Þ

�
for the diffracted beam. These replacements are non-

symmetrical with respect to the diffracted and transmitted

beam. Therefore an asymmetry will be seen also in the solu-

tions with respect to the sign of p. Note also that in the

equations for phases, in the nonlinear case, j�hj !

�0�0�h þ �he cosð� þ �Þ. Thus in the nonlinear case the beams

propagate in a medium with a local deviation parameter and

local susceptibilities, which depend on the amplitudes and

phases of the waves.

The integrals of motion (11) can be rewritten in a more

convenient form,

�2
0 þ �

2
h ¼ I; ð14Þ

p sin � ð�2
h � �

2
0Þ þ

k�0

2
�2

0�
2
h þ k�he�0�h cosð� þ �Þ ¼ �Ip sin �:

The physical meaning of the first integral of motion is the

conservation of the energy flux in a non-absorbing crystal. To

understand the physical meaning of the second integral of

motion let us insert the representation of p via �� into (14).

Using the first integral of motion in (14), after brief calcula-

tions one finds

�
�0

2
�2

0 �
�he�0 cosð� þ �Þ

�h

¼ �; ð14aÞ

where � = sin 2��� is the well known deviation parameter

from the Bragg exact orientation. This parameter is propor-

tional to the difference of the incident wave wavevector

tangential component from the wavevector tangential

component corresponding to the exact Bragg orientation.

Thus the second integral of motion is connected to the

conservation of the tangential component of the incident wave

wavevector. Note that for the linear case the equivalent of

(14a) is �j�hrj�0 cosð� þ �Þ=�h = �. From the second integral

of motion, according to (14a), one finds immediately that

when � = 0 the minimal intensity of the transmitted wave can

be zero and accordingly the maximal intensity of the diffracted

wave can be 1. But when � 6¼ 0 the minimal value of the

transmitted wave cannot be zero and accordingly the maximal

value of the diffracted wave cannot be 1. This is true also for

the linear case.

From (14) one finds

sinð� þ �Þ ¼ �
1

�he�0

�2
he�

2
0 � �

2
h

2 sin � p

k
þ
�0

2
u0

	 
2
" #1=2

:

ð15Þ

Inserting sinð� þ �Þ into the first equation (13) we have

cos � _uu0 	 k ðI � u0Þ �
2
heu0 � ðI � u0Þ

2 sin � p

k
þ
�0

2
u0

	 
2
" #( )1=2

¼ 0 ð16Þ

where u0 = �2
0. Here the first integral of motion is used.

According to the boundary conditions (10), u0(0) = I.

According to the first integral of motion, near the entrance

surface, by increasing z, u0 must decrease and therefore near

the entrance surface _uu0 < 0. This means that the ‘+’ sign must

be taken in (16) and we have

_uu0 þ
2�

�e

n
ðI � u0Þ

�
u0 � ðI � u0Þðyþ 
u0Þ

2
�o1=2

¼ 0: ð17Þ

Here we used the expression p = k cos ��� for p and made the

notations �e = � cos �=�he, y = �� sin 2�=�he and 
 = �0 /(2�he).

Taking into account u0(0) = I, from (17), we obtain
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ZI

u0ðzÞ

dtn
ðI � tÞ

�
t � ðI � tÞðyþ 
tÞ

2
�o1=2
¼

2�z

�e

: ð18Þ

The nonlinear theory is based on the perturbation theory.

Therefore we must have |�hI| < |�h| and the maximal value of

the intensity can be obtained from the equality j�hjImax = j�hj.

The variation range of I lies in the range ð0; ImaxÞ, where for

the non-resonant electronic response case

Imax ¼ �h

�� ��= �h

�� �� ¼ �0

�� ��= �0

�� �� ¼ h- 3!

3me2a4
0

: ð19Þ

For estimates we used the expressions for �(1)(!, r) and for

�(3)(!, r) [formula (8)]. For hard X-rays Imax ’ 2.1 �

1025 V2 m�2 and Emax = ðImaxÞ
1=2
’ 4.6 � 1012 V m�1. The

modulus of the time-averaged Pointing vector, corresponding

to the value Imax ’ 2.11 � 025 V2 m�2, is equal to jSi
j =

0:5 c "0 Imax = 2.8 � 1022 W m�2 = 2.8 � 1018 W cm�2. Let us

briefly consider the experimental capabilities for experiments

of plane-wave nonlinear dynamical diffraction effects. If we

take a beam of size 50 mm in the diffraction plane, and of size

10 nm (due to the focusing) perpendicular to the diffraction

plane direction, the corresponding incident-wave peak power

P = |S i|	0 ’ 14 GW, where 	0 is the cross-sectional area of the

incident beam. This value can be achieved using synchrotron

sources or X-ray free-electron lasers (XFELs). But this is the

value for the maximal intensity. Meanwhile the third-order

dynamical diffraction effects can be observed also for

0:01Imax< I 
 0:1Imax (the nonlinear influence can be accu-

mulated). So, the monochromatization of the beam, which can

lead to some loss of intensity, is not crucial and can be

achieved. Also the size of the beam perpendicular to the

diffraction plane direction can be taken up to 1000 nm. Taking

also into account that XFELs can achieve up to 100 GW peak

power, instead of 100 nm a beam size of 104 nm = 10 mm beam

size in the transverse direction can be achieved. Thus

experiments of plane-wave nonlinear dynamical diffraction

can be performed nowadays.

Passing to the variable t 0 = t=Imax in (18), one obtains

ZI1

v0ðzÞ

dt0

ðI1 � t0Þ
�
t0 � ðI1 � t0Þðyþ 
1t0Þ

2
�� �1=2
¼

2�z

�e

; ð20Þ

where I1 = I=Imax, 
1 = 
Imax = �0Imax=½2j�hjð1� I1Þ� =

j�0j=½2j�hjð1� I1Þ� and v0ðzÞ = u0ðzÞ=Imax. Formula (20) can be

rewritten in the form

ZI1

v0ðzÞ

dt0

ðI1 � t0Þðt0 � t1Þðt
0 � t2Þðt

0 � t3Þ
� �1=2

¼
2�z
1

�e

; ð21Þ

where t1, 2, 3 are the roots of the third-order polynomial under

the sign of the square root in (20). The roots of the polynomial

have been found in Appendix A1.

4. Three cases of exact solution

Let us consider the solutions corresponding to the three cases

Q > 0, Q < 0, Q = 0 (see Appendix A1). The input parameters

y0 = �� sin 2�=j�hj and I1 define the sign and the value of Q.

The parameter y0 varies in the range (�1,1) and the

parameter I1 varies in the range 0 < I1 < 1. The details of

finding the solutions have been given in Appendix A2.

Case 1. Q > 0. Using (35), after some calculations, for the

solution, from equation (21), one finds

v0ðzÞ ¼
I1B1 1þ cn 2�z
1

g�e
; �

� �h i
þ A1t1 1� cn 2�z
1

g�e
; �

� �h i
B1 1þ cn 2�z
1

g�e
; �

� �h i
þ A1 1� cn 2�z
1

g�e
; �

� �h i ;

vhðzÞ ¼
ðI1 � t1ÞA1 1� cn 2�z
1

g�e
; �

� �h i
B1 1þ cn 2�z
1

g�e
; �

� �h i
þ A1 1� cn 2�z
1

g�e
; �

� �h i ð22Þ

where cn is the Jacobi cosine elliptic function. The Jacobi

functions are periodic functions of the first argument. There-

fore the intensities are periodic functions of the depth and the

nonlinear Pendellösung effect takes place, i.e. as in the linear

theory, the transmitted and diffracted fields periodically

interchange by their energies. We will call the Pendellösung

distance (period of oscillations) in this case the nonlinear

Pendellösung distance �NL. According to (35), the expression

for this quantity is

2

ZI1

t1

dt0

ðI1 � t0Þðt0 � t1Þðt
0 � t2Þðt

0 � t3Þ
� �1=2

¼
2��NL
1

�e

: ð23Þ

The value of the integral of (23) is equal to gF(�, �) = 2gK(�)

(Byrd & Friedman, 1971), where K(�) is the complete elliptic

integral of the first kind. Using this value, from (23),

�NL ¼
2g�eKð�Þ

�
1

: ð24Þ

Case 2. Q < 0. Using the formulas (21) and (36) the solution

can be presented as

v0ðzÞ ¼
I1ðt1 � t3Þ þ t3ðI1 � t1Þ sn2 2�z
1

g�e
; �

� �
t1 � t3 þ ðI1 � t1Þ sn2 2�z
1

g�e
; �

� � ;

vhðzÞ ¼
ðI1 � t1ÞðI1 � t3Þ sn2 2�z
1

g�e
; �

� �
t1 � t3 þ ðI1 � t1Þ sn2 2�z
1

g�e
; �

� � :
ð25Þ

where sn is the sine Jacobi elliptic function. The behavior of

the waves is periodic and the period, i.e. the nonlinear

Pendellösung distance, according to (36), is defined from the

relation
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2

ZI1

t1

dt0h
ðI1 � t0Þðt0 � t1Þðt

0 � t2Þðt
0 � t3Þ

�1=2
¼ 2gF

�

2
; �

� �
ð26Þ

¼ 2gKð�Þ ¼
2��NL
1

�e

:

In (26) we use the fact that in this case  = �/2 and according

to the definition F(�/2, �) = K(�). Finally,

�NL ¼
g�e Kð�Þ

�
1

: ð27Þ

Case 3. Q = 0, q1 < 0. According to Appendix A2 the solution is

given as

v0ðzÞ ¼
I1ðt1 � t3Þ þ t3ðI1 � t1Þ sin2 2�z
1

g�e

� �
t1 � t3 þ ðI1 � t1Þ sin2 2�z
1

g�e

� � ;

vhðzÞ ¼
ðI1 � t1ÞðI1 � t3Þ sin2 2�z
1

g�e

� �
t1 � t3 þ ðI1 � t1Þ sin2 2�z
1

g�e

� � :
ð28Þ

Since K(0) = �/2, for the nonlinear Pendellösung distance

from (27) one finds

�NL ¼ g�e =ð2
1Þ: ð29Þ

Consider the case Q = 0, q1 > 0. According to Appendix A2 the

solution is given as

v0ðzÞ ¼
I1ðt1 � t3Þ þ t3ðI1 � t1Þ tanh2 2�z
1

g�e

� �
t1 � t3 þ ðI1 � t1Þ tanh2 2�z
1

g�e

� � ;

vhðzÞ ¼
ðI1 � t1ÞðI1 � t3Þ tanh2 2�z
1

g�e

� �
t1 � t3 þ ðI1 � t1Þ tanh2 2�z
1

g�e

� � :
ð30Þ

It is known also that K(1) =1 (Byrd & Friedman, 1971) and

from (27) for the nonlinear Pendellösung distance we have

�NL =1. In this case the behavior of the field is not periodic.

In both last cases (28) and (30) the solution is presented via

elementary functions.

The physical meaning of Q can be distinguished passing to

the linear case. In this case I1! 0 and a!�y0, c!�y0. It

is easy to see that Q! ð1þ y2
0Þ

2. But the jump of the normal

component of the incident wave wavevector at the entrance

surface is proportional to ð1þ y2
0Þ

1=2. So Q in the linear case is

connected with the jump of the normal component of the

wavevector. One can assume that in the non-linear case Q

is also a quantity connected with the jump of the normal

component of the wavevector. On the other hand Q indicates

the region where the Bragg diffraction is not suppressed

(Q > 0) and the region where the Bragg diffraction is abruptly

suppressed (Q < 0). In the last region the energy is mainly

concentrated in the transmitted beam. In the nonlinear case,

c = a + I1
1 inserting into the expression of Q for Q can be

written Q = ð1þ a2Þ
2=27þ að1þ a2=9ÞI1
1=3þ I 2

1 

2
1 =4.

It is interesting that from a = �y� I1
1 =

�ð�� sin 2� þ I�0=2Þ=�he it can be seen that a is the deviation

parameter corrected by nonlinear refraction. Thus the

nonlinear refraction corrects the deviation parameter in the

symmetrical case. This enforces our opinion that Q is a

parameter connected to the jump of the wavevector on the

entrance surface. From the representation of Q it is seen that

Q > 0 for small intensities. It is seen that only the second term

in Q can be less than zero. This second term has large values

for intensities close to maximal intensity Imax. For large values

of the input intensity Q ’ a4/27 + a3I1
1/27 = �ya3/27 = y(y +

I1
1)3/27. If y > 0, in this region also Q > 0, but when y < 0 we

have Q > 0 if a > 0. Thus when y < 0 and a < 0 we have Q < 0.

So in the region where Q < 0 must be |y0| < I1|�0|/(2|�h|), i.e.

�I1|�0|/(2|�h|) < y0 < 0. This allows to localize the region Q < 0.

For Si111, for the � = 0.71 Å reflection, we have�0.91 < y0 < 0.

5. Discussion and examples

For illustration and discussion of the above obtained results,

we will use the Si111 reflection of Mo K� radiation (� =

0.71 Å). For this reflection, the reflection Si222 is forbidden,

and the obtained exact solution can be used for determination

of the wavefield inside the crystal. The behavior of the

wavefields is determined by the sign of the parameter

Qðy0; I1Þ = q2
1=4þ q3

2=27 (see Appendix A1). The sign of this

parameter can effectively be determined by its 3D plot. This

plot is shown Fig. 2(a). For large values of Q the plot is

truncated. The regions where Q(y0, I1) is positive, negative or

zero are clearly seen. We have Q 
 0 in the region I1 > 0.5 and

�1 < y0 < 0; Q > 0 for all y0 in the region I1 < 0.5. The sign is

also positive for all I1 in the regions y0 < �1 and y0 > 0. For

example the dependence of Q on I1 for y0 = �1.1 and the

dependence of Q on y0 for I1 = 0.1 are shown in Figs. 2(b) and

2(c), respectively. In these regions Q > 0 and the solution is

presented by the formula (22). It is convenient to introduce

the transmission and reflection coefficients T = v0 /I1, R = vh /I1.

The plots of T and R are shown in Fig. 3. In Fig. 3 the maximal

value of 
z is equal to 0.1 and therefore the absorption can be

neglected. The depth is given in units of �L = �=ð1þ y2
0Þ

1=2,

which is the Pendellösung distance in the linear theory for the

deviation parameter y0, and � = � cos �=j�hj is the extinction

distance of the linear theory (Authier, 2001; Pinsker, 1982).

For our case, � = 41.4 mm and �L = 27.9 mm. As can be seen

from Fig. 3, the nonlinear Pendellösung distance is greater

than �L = �=ð1þ y2
0Þ

1=2. According to (24), �NL = 29.7 mm >

�L . The behavior of the nonlinear Pendellösung distance,

depending on (y0, I1), is given by the formulas (27) and (29).

The corresponding 3D plot is shown in Fig. 4(a). For large

values the plot is truncated. As can be seen from Fig. 4(a), the

nonlinear Pendellösung distance has very large values in the

region where Q 
 0. In this region the case Q = 0 can be

realized. This corresponds to the situation when the solution is

non-periodic [formula (30)]. The dependences �NL(�1.1, I1)

and �NL(y0, 0.1) are shown in Figs. 4(b) and 4(c). For

comparison, in the same figures are shown the dependences of

the linear Pendellösung distance on I1 and y0, respectively.

Let us now consider the solutions in the range Q 
 0.

According to Fig. 2(a) we take y0 = �0.5. The dependence
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Q(�0.5, I1) is shown in Fig. 5(a). We see that Q > 0 in the

range 0 < I1 < 0.908118, Q = 0 at the point I1 = 0.908118 and

Q < 0 in the range 0.908118 < I1 < 1. At the point I1 = 0.908118

we have q1 = 2.76 > 0. Thus, in the range 0 < I1 < 0.908118 we

have the periodic solutions given by the formula (22). These

types of solutions have been shown in Fig. 3. At the point I1 =

0.908118 the solution is given by the formulas (30) and is non-

periodic. The solutions at this point are shown in Fig. 5b. It

should be mentioned that the point I1 = 0.908118 is deter-

mined by the precision to six digits and the nonlinear

Pendellösung distance at this point is not infinity but is very

large, about 1004 mm. At the same time, for y0 = �0.5, the

linear Pendellösung distance �L’ 37 mm. The behavior of the

nonlinear Pendellösung distance, depending on I1, on the line

y0 =�0.5, is shown in Fig. 5(c). It is seen that the Pendellösung

distance tends to infinity near the point I1 = 0.908118. The

dependence of the nonlinear Pendellösung distance on y0

for the fixed value I1 = 0.908118 is shown in Fig. 5(d). For

comparison, the linear case Pendellösung distance is

presented as well. In the region 0.908118 < I1 < 1 the solutions

are given by the formulas (25). The solutions at the point
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Figure 3
Transmission T and reflection R coefficients in the crystal for the case
Q(�1.1, 0.1) > 0. Nonlinear case T (solid red curve 1) and R (solid blue
curve 2). Linear case T (dotted red curve 3) and R (dotted blue curve 4).

Figure 4
(a) 3D plot of the nonlinear Pendellösung distance. (b) For fixed value
y0 = �1.1, dependences on I1 of the nonlinear Pendellösung distance
(blue solid curve 1) and of the linear Pendellösung distance (red dotted
curve 2). (c) For fixed value I1 = 0.1, dependences on y0 of the nonlinear
Pendellösung distance (blue solid curve 1) and of the linear Pendellösung
distance (red dotted curve 2).

Figure 2
(a) 3D plot of the parameter Q(y0, I1). Dependences (b) Q(�1.1, I1) and
(c) Q(y0, 0.1).



(�0.5, 0.93) are shown in Fig. 5(e). Note that �NL ’ 131 mm

and �L = 37 mm.

Now we fix the value of the input intensity, taking I1 = 0.7.

The dependence of the parameter Q(y0, 0.7) is shown in

Fig. 6(a). The region�0.1 < y0 < 0.1 is shown, to clearly see the

behavior near the point y0 = 0. The parameter Q(y0, 0.7) > 0 in

the regions y0 < �0.0269143 and y0 > 0.0367345, equals zero

at the points (�0.0269143, 0.7) and (0.0367345, 0.7), and is

negative in the region 0.0269143 < y0 < 0.0367345. It should be

noted that q1(�0.0269143, 0.7) > 0 and q1(0.0367345, 0.7) < 0.

Thus, according to the theory, in the regions y0 < �0.0269143

and y0 > 0.0367345 we have the periodic solutions (22)

(solutions of such types are shown in Fig. 4), at the point

(�0.0269143, 0.7) the solutions are non-periodic and are given

by the formulas (30) [solutions of such types are presented

in Fig. 5(b)], at the point (0.0367345, 0.7) the solutions are

presented via elementary functions, are periodic and are given

by the formulas (28) [see Fig. 6(b)], and in the region

�0.0269143 < y0 < 0.0367345 the solutions are given by the

formulas (25) [see Fig. 6(c), where y0 = 0.02]. �NL’ 79 mm for

the case (0.0367345, 0.7) and �NL ’ 85 mm for the case

(0.02, 0.7). For both cases, �L ’ 41.4 mm.

6. Conclusion

Nonlinear X-ray phenomena became more relevant with the

advent of intense X-ray synchrotron sources and XFELs. In

this work the third-order nonlinear X-ray two-wave dynamical

diffraction in crystals is considered. A new exact solution for
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Figure 5
(a) The dependence Q(�0.5, I1). (b) T and R of the nonlinear case non-periodic transmitted (red dotted curve 1) and diffracted (blue solid curve 2)
waves inside the crystal; y0 = �0.5 and I1 = 0.908118. (c) Dependences of the nonlinear Pendellösung distance (blue solid curve 1) and the linear case
Pendellösung distance (red dashed curve 2) on I1 for the fixed value y0 = �0.5. (d) Dependences of nonlinear case (blue solid curve 1) and linear case
(red dashed curve 2) Pendellösung distances on y0 for the fixed value I1 = 0.908118. (e) The dependences of nonlinear case T and R of transmitted (red
dotted curve 1) and diffracted (blue solid curve 2) waves on z for y0 = �0.5 and I1 = 0.93.

Figure 6
(a) Dependence of Q(y0, 0.7). (b) Nonlinear case T (red dotted curve 1)
and R (blue solid curve) for y0 = 0.0367345 and I1 = 0.7. (c) Nonlinear case
T (red dotted curve 1) and R (blue solid curve 2) for y0 = 0.02 and I1 = 0.7.



the Laue symmetric case of diffraction is obtained. The exact

solution is presented via Jacobi elliptic functions. Two essential

input parameters are the deviation parameter from exact

Bragg direction and the intensity of the incident wave. The

sign of a parameter, being the combination of these two

parameters, defines the behavior of the wavefield inside the

crystal. The exact solutions of three different types are found,

corresponding to the positive and the negative signs of this

parameter and to its zero value. For the non-zero values of

this combined parameter the solutions are periodic and a

nonlinear Pendellösung effect takes place. For the nonlinear

Pendellösung distance, the appropriate formulas are obtained.

For some zero values of the mentioned parameter the solu-

tions are nonperiodic and are presented via elementary

functions. The Pendellösung distance in this case tends to

infinity. In comparison with the linear Pendellösung distance,

the nonlinear one is greater due to the fact that the third-order

nonlinear susceptibility has the opposite sign of the linear one.

The obtained exact solution can be a base for experimental

investigations of the third-order nonlinear dynamical diffrac-

tion, can be used for preparation of intense X-ray beams with

given parameters, for manufacturing X-ray Bragg diffractive

elements (monochromators, collimators, focusing elements)

and for investigation of nonlinear X-ray interaction with

matter.

APPENDIX A
Finding the roots and solutions

A1. Finding the roots

Let us denote P4(t0) = (I1 � t0)[t0 � (I1 � t0) (y + 
1t0)2] =

(I1 � t0)P3(t0). One of the roots of the polynomial P4(t0) is t0
0 =

I1. To determine the value of the integral (21), we must

find the remaining three roots of the polynomial P3(t0) = t0 �

(I1 � t0)(y + 
1t0)2. Note, when t0 < 0, then P3(t0) < 0 and there

are no roots. When t0 > I1, P3(t0) > 0 and there are no roots.

Thus, the roots of P3(t0) are in the range 0 
 t0 
 I1. Since for

t0 > I1 we have P4(t0) < 0, then we must have t0 
 I1 inside the

crystal. On the other hand, for t0 < 0 we have P4(t0) < 0 and,

thus, we must have t0 � 0 inside the crystal. The polynomial

P3ðt
0Þ = 
2

1ðt
03 þ a1t02 þ b1t0 þ c1Þ = 
2

1ðt
0 � t1Þðt

0 � t2Þðt
0 � t3Þ

where a1 = 2y/
1� I1, b1 = ð1þ y2 � 2y
1I1Þ=

2
1, c1 =�y2I1=


2
1

and t1, t2 and t3 are the roots of the polynomial P3(t0).

To find the roots of the polynomial P3(t0) = 0 it is more

convenient to pass to the variable t00 = y + 
1t0. The polynomial

takes the form P3(t00) = (t003 + at002 + bt00 + c)/
1, where a =

�(y + I1
1), b = 1, c = �y. Thus, if one finds the roots in terms

of t00, then using the relation t0 = (t00 � y)/
1 the roots in terms

of t0 can be found. As is well known, the roots of the poly-

nomial of the third-order are given by Cardano’s formula

(Kurosh, 1980; Korn & Korn, 1968). Cardano’s formula for our

case has the following form,

ti ¼
�1 þ �2 � ða=3Þ � y


1

; i ¼ 1; 2; 3; ð31Þ

where

�1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�q1=2þ q2

1=4þ q3
2=27

� 
1=23

q
;

�2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�q1=2� q2

1=4þ q3
2=27

� 
1=2
;

3

q
q1 = 2a3/27 � a/3 + c and q2 = 1 � a2/3. Each cubic root �1 and

�2 has three values. But in (31) such values must be taken for

which �1�2 = �q2 /3. For the polynomial P3 the coefficients

are real. Let us denote Q = q2
1=4þ q3

2=27. The following cases

must be distinguished

1. Q > 0. In this case the polynomial has a real root and two

complex conjugated roots,

t1 ¼
�1 þ �2 � ða=3Þ � y


1

;

t2 ¼ �
�1 þ �2

2
þ i

ffiffiffi
3
p �1 � �2

2
� a=3� y

� �
=
1;

t3 ¼ t�2 ;

ð32Þ

where we take as �1 the real value of the cubic root in (31).

2. Q < 0. There are three real and not equal roots,

t1 ¼
�
2 �q2=3ð Þ

1=2cosð’=3Þ � a=3� y
�
=
1; ð33Þ

t2 ¼
�q2=3ð Þ

1=2cos ’=3ð Þ � �q2ð Þ
1=2sin ’=3ð Þ � a=3� y


1

;

t3 ¼
�q2=3ð Þ

1=2cos ’=3ð Þ þ �q2ð Þ
1=2sin ’=3ð Þ � a=3� y


1

;

where cos ’ = �q1=½2ð�q3
2=27Þ1=2

� (q2 < 0 in this case). Let us

redefine t1 = maxðt1; t2; t3Þ and t3 = minðt1; t2; t3Þ, i.e. in the new

notations t3 < t2 < t1.

3. Q = 0. In this case there are three real roots and two of

them are equal,

t1 ¼
�
2ð�q1=2Þ1=3

� a=3� y
�
=
1;

t2 ¼ t3 ¼
�
ð�q1=2Þ1=3

� a=3� y
�
=
1:

ð34Þ

Note that we take the real root of (�q1/2)1/3.

A2. Finding the solutions

In the case Q > 0 it is known that the integral (Byrd &

Friedman, 1971)

Zv0ðzÞ

t1

dt0

ðI1 � t0Þðt0 � t1Þðt
0 � t2Þðt

0 � t�2 Þ
� �1=2

¼ g cn�1
ðcos ; �Þ

¼ gFð ; �Þ; ð35Þ

F( , �) is the normal elliptic integral of the first kind,

g = 1/(A1B1)1/2,

cos ¼ I1 � v0ðzÞ
� �

B1 � v0ðzÞ � t1

� �
A1

� ��
I1 � v0ðzÞ
� �

B1 þ v0ðzÞ � t1

� �
A1

� �
;

A2
1 ¼ I1 � Re t2ð Þ

2
þ Im t2ð Þ

2;

B2
1 ¼ t1 � Re t2ð Þ

2
þ Im t2ð Þ

2;

�2 = [(I1 � t1)2
� (A1 � B1)2]/(4A1B1).
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In the case Q < 0 it is known that the integral (Byrd &

Friedman, 1971)

ZI1

v0ðzÞ

dt0�
ðI1 � t0Þðt0 � t1Þðt

0 � t2Þðt
0 � t3Þ

�1=2
¼ g sn�1ðsin ; �Þ

¼ gFð ; �Þ; ð36Þ

where g = 2/[(I1 � t2)(t1 � t3)]1/2,

sin ¼ ðt1 � t3Þ I1 � v0ðzÞ
� �� �1=2�

ðI1 � t1Þ v0ðzÞ � t3

� �� �1=2

and �2 = [(I1 � t1)(t2 � t3)] / [(I1 � t2)(t1 � t3)].

In the case Q = 0, q1 < 0, there are three real roots and two

of them are equal [see (34)]. In (34), t1 > t2 (since q1 < 0) and

the solution can be obtained from (25) as the limit when t2 = t3.

For t2 = t3 we have � = 0 [see (36)]. It is known that snðu; 0Þ =

sin u (Byrd & Friedman, 1971). Inserting this value into (25),

the solution (28) is obtained.

In the case Q = 0, q1 > 0, in the formula (25) t2 = t3 > t1 .

Redefining in (25) t1 = t2 = [(�q1/2)1/3
� a/3 � y]/
1, t3 =

[2(�q1/2)1/3
� a/3 � y]/
1 , we can obtain the solution from

(25) taking t1 = t2. Now in (25), �= 1. It is known that snðu; 1Þ =

tanh u (Byrd & Friedman, 1971) and from (25) we find the

solution (30).
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