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Studying electron- and X-ray-induced electron cascades in solids is essential for

various research areas at free-electron laser facilities, such as X-ray imaging,

crystallography, pulse diagnostics or X-ray-induced damage. To better under-

stand the fundamental factors that define the duration and spatial size of such

cascades, this work investigates the electron propagation in ten solids relevant

for the applications of X-ray lasers: Au, B4C, diamond, Ni, polystyrene, Ru, Si,

SiC, Si3N4 and W. Using classical Monte Carlo simulation in the atomic

approximation, we study the dependence of the cascade size on the incident

electron or photon energy and on the target parameters. The results show that

an electron-induced cascade is systematically larger than a photon-induced

cascade. Moreover, in contrast with the common assumption, the maximal

cascade size does not necessarily coincide with the electron range. It was found

that the cascade size can be controlled by careful selection of the photon energy

for a particular material. Photon energy, just above an ionization potential, can

essentially split the absorbed energy between two electrons (photo- and Auger),

reducing their initial energy and thus shrinking the cascade size. This analysis

suggests a way of tailoring the electron cascades for applications requiring either

small cascades with a high density of excited electrons or large-spread cascades

with lower electron densities.

1. Introduction

Femtosecond X-ray lasers have opened up new frontiers in

physics, driving a wide variety of applications such as ultrafast

crystallography (Patterson, 2014), single-particle imaging

using Coulomb explosion (Ablikim et al., 2016) or X-ray-

induced photo-electrons (Kastirke et al., 2020), material

processing and nanostructuring (Dinh et al., 2019), catalysis

(Bergmann et al., 2021), biophysics (Thor & Madsen, 2015),

and biomedicine (Melissinaki et al., 2011). Many applications

depend on the parameters of the electron cascades induced by

X-ray photon absorption.

For instance, in the case of diffract-and-destroy experiments

(Chapman et al., 2011; Spence, 2017), electron cascades are an

unwanted side effect, which can significantly complicate the

measurement by deteriorating the diffraction patterns (Nass,

2019). Reducing the damage caused by the electrons is a key

issue in this field (Spence, 2017). One way to achieve this

would be to spread the electron cascade in space, thereby

reducing the density of excited electrons and energy density

they carry. For optical elements and mirrors at free-electron

lasers (FELs) (Gaudin et al., 2009; Koyama et al., 2016; Milov
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et al., 2020), it is also crucial to dissipate electron energy over

the largest volume possible to reduce the damage caused by

the photoabsorption and subsequent electron cascading.

In the application to the FEL pulse shape monitor

(Chalupský et al., 2010; Pikuz et al., 2015), the opposite is true:

the cascades are required to be localized, to create a sufficient

electron density directly where the FEL pulse impinges the

surface. When the spread of electrons is too wide, the signal is

smeared out, which hinders the determination of the laser

pulse spatial shape. Monitoring the FEL pulse duration and its

temporal profile via cross-correlation with an optical probe

(Harmand et al., 2013; Riedel et al., 2013) also requires

cascades to be localized quickly (Medvedev, 2015).

The targets studied in this work are relevant for X-ray

applications. For instance, Ru and B4C are used in X-ray

mirrors (Milov et al., 2018; Aquila et al., 2015), W and B4C can

be used as parts of the multilayer components in X-ray optics

(Bajt et al., 2018; Follath et al., 2019), and Si3N4 is widely used

for FEL-pulse diagnostics (Tkachenko et al., 2021).

It is thus essential to find reliable ways to control electron

cascades for different applications. One of the common

assumptions about the cascade size is that it is defined by the

electron range (e.g. Pikuz et al., 2015). We test the limits of this

assumption and demonstrate cases when it does not hold. We

discuss the underlying physics of electron cascade develop-

ment and suggest how this knowledge can be utilized for

practical needs. We then propose a simple scheme for

manipulating the cascade size via tailoring either the material

or the photon energy.

2. Model

We applied the XCascade3D code (Medvedev, 2015; Lipp et

al., 2017), which is based on the classical asymptotic trajectory

Monte Carlo (MC) simulation method. It models the following

processes: photoabsorption, which excites electrons from core

or valence atomic shells of the target; photo-electron propa-

gation accompanied by elastic (change of direction) and

inelastic (impact ionization) scattering events; Auger decays of

core holes, resulting in emission of secondary electrons; and

transport of all the secondary-generation electrons. Fluor-

escent decay of core holes is neglected since the Auger decay

channel dominates for all the materials and energies consid-

ered in this work. No approximation of condensed history is

used throughout the code, and all processes of all particles are

modelled event-by-event (Salvat & Fern, 2015).

The target is assumed to be a homogeneous arrangement of

atoms with a solid density. All core and valence shells of

elements are considered to have ionization potentials of

individual atoms, neglecting effects of the band structure,

which is a standard approximation in Monte Carlo modelling

(Jacoboni & Reggiani, 1983; Jenkins et al., 1988; Salvat & Fern,

2015). Ionization potentials for all elements are taken from the

EPICS2017 database (EADL part) (Cullen, 2018). The effects

of the density of states are neglected, and valence electronic

energy levels are treated as atomic levels. This approximation

does not significantly affect electronic transport at energies

above 50 eV. Since electrons with <50 eV only perform a few

inelastic collisions and quickly lose their energy below a cut

off (equal here to 10 eV), their transport does not noticeably

affect the overall simulation results. Thus, this atomic

approximation of the target should be satisfactory for the

purposes of this work.

Photoabsorption cross sections are also taken from the

EPICS2017 database (EPDL part) (Cullen, 2018). For

simplicity and without affecting presented results, we assume

linear beam polarization and that each photo-electron is

emitted in one of the two directions along the polarization

axis. The energy of such an electron is defined by the differ-

ence between the photon energy and the ionization potential

of the shell it is emitted from. The shell absorbing the photon

is sampled according to the partial photo-absorption cross

sections among all the atomic shells of all chemical elements of

the target (Medvedev, 2015). For compound targets, the total

cross section is calculated from the atomic ones of all elements

using the Bragg additivity rule (Salvat & Fern, 2015).

Core holes created by the photoabsorption (as well as by

electrons via impact ionization) relax via Auger decay with

characteristic times taken from the EPICS2017 database

(Cullen, 2018) [except for the 1s shell of boron and 5p shell of

tungsten, for which the Auger decay times are taken from

the work by Keski-Rahkonen & Krause (1974) as 9.7 fs and

0.05 fs, respectively]. The shells participating in the Auger

decay are randomly chosen according to the probabilities from

EPICS2017. In such decay, the core hole disappears, and two

new holes in the upper-lying shells of the same atom appear,

and an electron is emitted with the energy defined by the

ionization potentials of the shells involved: EAu = Ip(core) �

Ip(1) � Ip(2), where EAu is the kinetic energy of the Auger

electron, Ip(core) is the ionization potential of the decaying

core hole and Ip(1,2) are the ionization potentials of the first

and second shells participating in the Auger decay. Auger

cascades are traced until all holes end up in the valence shells

that cannot decay within the atomic approximation.

In molecules, and by extension in solids, inter-atomic Auger

decay is also possible, in which electrons from neighbouring

atoms are involved (Medvedev et al., 2010). This mechanism

is generally subdominant to intra-atomic Auger, except for a

number of specific situations which do not occur under the

conditions studied. Thus, no inter-atomic Auger decays are

taken into account in the current implementation.

Auger, photo- and secondary electrons travel in straight

lines until their next collision. They change their direction of

motion only in a scattering event, which is assumed to be

instantaneous. Coulombic attraction between electrons and

holes or repulsion between excited electrons is not included in

the model, based on the assumption that the density of excited

electrons and holes should be sufficiently low (below�10% of

atomic density) not to affect their transport significantly. The

dominant scattering channel of excited electrons is on the

target atoms, and not among themselves (Medvedev et al.,

2015). The electron mean-free path is defined by the total

scattering cross section, and sampled according to the Poisson

distribution (Jenkins et al., 1988; Salvat & Fern, 2015).
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Inelastic scattering of electrons – impact ionization – is

simulated with the help of the binary-encounter-Bethe (BEB)

cross sections (Kim & Rudd, 1994). This is an atomic

approximation to scattering cross sections that neglects the

collective effects of a solid (such as plasmon creation and band

structure). The parameters, entering the cross-section calcu-

lations (an ionization potential, kinetic energy of a shell), are

taken from EPICS2017 (Cullen, 2018). The energy transferred

to the excited electron is sampled according to the differential

BEB cross section (Medvedev, 2015). Its kinetic energy is the

difference between the transferred energy and the ionization

potential of the shell it is excited from. The momentum of the

electron and the change of momentum of the incident electron

are calculated according to energy and momentum conserva-

tion prior to subtracting the ionization potential.

Elastic scattering in our model assumes a change of the

incident electron propagation direction only, without changing

its energy. Atomic recoil is neglected, as we are not tracing the

heating of the atomic system. Although atomic heating may be

important for some effects and applications, it typically takes

place over longer (picosecond) timescales. At femtosecond

timescales and low fluences modelled here, this effect is

typically negligible (Medvedev et al., 2015). Since we are only

interested here in the electron cascade size, and are not

modelling further atomic responce to heating, it is neglected

in the present model. We use Mott’s cross section with the

modified Molier screening parameter for elastic scattering

(Jenkins et al., 1988). Jenkins et al. (1988) demonstrated that

this approximation reproduces the atomic elastic scattering

cross section very well across a wide range of electronic

energies. A deflection angle is sampled according to the

approximate universal formula from the literature [see

Okhrimovskyy et al., 2002 and equation (7) therein].

All calculated results are averaged over many MC itera-

tions. We perform 104–105 MC iterations, depending on the

incident particle energy, to gather reliable statistics. All details

of the implementation of the XCascade3D code can be found

in the literature (Medvedev, 2015; Lipp et al., 2017). In the

next section, we validate the quantitative precision of the

XCascade3D model by comparing the calculated electron

ranges with the existing data. The model construction

described enables very efficient, simple and reliable simula-

tions in the atomic approximation of a wide range of target

materials, including light and heavy monoatomic materials as

well as compounds of any complexity.

3. Results

3.1. Definitions

We simulate electron cascades induced by either X-ray

photons or electrons. We trace all the electrons, primary and

secondary, until they lose their energy below a predefined cut-

off, which is typically set equal to 10 eV (Thompson et al.,

2009). The coordinates where this occurs are called the stop-

ping point of an electron.

Although electrons do not simply stop at any energy cut off,

it makes for a convenient (and standard) definition, which

allows us to compare various models and estimate the distance

of a ballistic electron transport, until the electron loses the

majority of its energy and the transport turns diffusive

(Apostolova et al., 2021). We avoid the common continuous

slowing-down approximation (Thompson et al., 2009), and

instead calculate the incident electron ‘range’ as the distance

between the point of its impact and its stopping point (aver-

aged over all MC iterations). Analogously, the photo-electron

range is the distance between the point where the photo-

electron was created and its stopping point. In the same way,

we define the range of Auger electrons.

Additionally, we define the cascade ‘size’ as the distance

between the starting point of the cascade and the farthest

stopping point among all electrons created in the cascade.

The starting point is either the electron incidence point (for

electron impact) or the photo-electron creation point (for

photon impact).

We calculate the cascade duration by evaluating how the

time derivative of the total electron density evolves over time

[for details see Medvedev (2015)]. It is equal to the full width

at half-maximum (FWHM) of the derivative of the density.

Alternatively, it may also be estimated as the time when the

electron density reaches 90% of its maximum, which we also

show for a more comprehensive picture.

As we will see below, since an electron scatters and changes

its direction during flight, its average range is typically shorter

than the maximal size of the cascade. Some secondary elec-

trons, on average, may be found beyond the range of the

incident electron. This is the physical mechanism behind the

difference reported in the next sections.

3.2. Model validation

We start by comparing the electron ranges obtained with

the XCascade3D code defined above with known data, thus

verifying its quantitative precision, see Figs. 1–3. Note that

in the work by Lipp et al. (2017), the curves calculated with

XCascade3D differ from those presented here due to a bug fix

in the core XCASCADE code (Medvedev, 2019).

As expected, due to the atomic approximation, XCas-

cade3D provides very good agreement with other models at

high electronic energy. For lower energy, the agreement

worsens but stays reasonable. This result is expected as

available cross sections differ at low energies. Also, the defi-

nition of the electron range in TREKIS (Medvedev et al.,

2015) includes only inelastic scattering, which seems to be the

reason for a larger discrepancy at low energies.

We conclude that the simulation tool has a reasonable

quantitative precision and should provide new insights into

the electron dynamics induced by X-ray lasers. In previous

works (Mecseki et al., 2018; Milov et al., 2020), we also

successfully utilized the XCASCADE and XCascade3D codes

for semi-quantitative comparison with experimental data.
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3.3. Electron ranges and cascade sizes

Fig. 4 presents the parameters of photon-induced and

electron-induced cascades for gold, silicon and polystyrene.

This figure demonstrates several patterns. First, note that

the electron-induced cascade size is typically larger than

the incident electron range. This difference is especially well

pronounced in heavier elements and at relatively low electron

energies (e.g. in gold below 4000 eV). At high energies for

heavy elements and at the entire energy range considered for

lighter elements (e.g. silicon and polystyrene), the difference

is small, and the electron-induced cascade size may be

approximated with the incident electron range. As mentioned

above, the difference is due to the fact that the incident

electron on average does not travel along a straight line and its

stopping point is closer to its starting point than the farthest

stopping point among all the secondary electrons in the

cascade.

Fig. 4 also shows that the photon-induced electron cascade

is systematically smaller than the electron-induced cascade

for the incident electrons of the same energy as the incident

photon energy. This is expected considering the fact that

an electron of a given energy needs to travel and perform

a number of collisions to lose energy, whereas a photon is

predominantly absorbed by the deepest shell possible (for

which ionization potential is still smaller than the photon

energy). Photon absorption thus creates an electron with a

lower starting energy, which correspondingly travels a shorter

distance before coming to a stop. Thus, photons will always

produce smaller cascades than electrons of the same energy,

starting from the same point in space. This effect is especially

pronounced at photon energies above each ionization poten-

tial of the target. We also see in the figures that, at almost all

energies considered, the photo-electron travels farther from

the photo-absorption point than the Auger electrons, defining

the cascade size. Only at energies in the vicinity above the

ionization potentials of core shells can the situation reverse.

Photo-electron ranges exhibit dips at the ionization potentials

because with the excitation of each new atomic shell, the

kinetic energy of the photo-electron drops, and so does the

range.

Medvedev (2015) reported that the electron-cascade dura-

tion as a function of photon energy increases over time, with

characteristic dips at energies corresponding to ionization

potentials of target element shells. The size of the cascades

also increases with the photon energy; however, at a different

rate, see Fig. 5, where different slopes of the curves are shown.

This nonlinear dependence between the cascade duration and

its size can be attributed to the fact that the electron scattering

(elastically and inelastically) has a preferential direction to

scatter forward more and more with increasing electron

energy (Plante & Cucinotta, 2009). This increases the cascade
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Figure 2
Electron range in silicon according to XCascade3D simulations – solid
black line; XCASCADE estimation within the continuous-slowing-down
approximation – green dash-dotted line; energy loss function integral
from the NIST database – blue dash-dot-dotted line (Berger et al., 1998);
TREKIS simulation tool – red dashed line (Medvedev et al., 2015); X-ray
Data Booklet – orange short-dashed line (Thompson et al., 2009).

Figure 3
Electron range in gold according to XCascade3D simulations – solid
black line; XCASCADE estimation within the continuous-slowing-down
approximation – green dash-dotted line; energy loss function integral
from the NIST database – blue dash-dot-dotted line (Berger et al., 1998);
TREKIS simulation tool – red dashed line (Medvedev et al., 2015); X-ray
Data Booklet – orange short-dashed line (Thompson et al., 2009).

Figure 1
Electron range in polystyrene according to XCascade3D simulations –
solid black line; XCASCADE estimation within the continuous-slowing-
down approximation – green dash-dotted line; energy loss function
integral from the NIST database – blue dash-dot-dotted line (Berger et
al., 1998); X-ray Data Booklet – orange short-dashed line (Thompson et
al., 2009).



range in addition to the fact that an electron simply travels

further.

Also note that since the atomic approximation and

approximation of the low fluence are used for the cross

sections in XCascade3D, all the results on the electron ranges,

cascade times and sizes have a linear dependence on the

atomic density. The ranges and times are inversely propor-

tional to the density. This way, for example, results presented

on diamond may be rescaled for graphite or amorphous

carbon without the need for a separate MC simulation. The

densities of materials used in the current simulations are as

follows: �(Au) = 19.32 g cm�3, �(B4C) = 2.37 g cm�3,

�(diamond) = 3.52 g cm�3, �(Ni) = 8.908 g cm�3, �(poly-

styrene) = 1.04 g cm�3, �(Ru) = 12.3 g cm�3, �(Si) =

2.33 g cm�3, �(SiC) = 2.85 g cm�3, �(Si3N4) = 3.17 g cm�3 and

�(W) = 19.3 g cm�3.

3.4. Photon-induced cascade sizes in various targets

Fig. 6 shows photon-induced cascade sizes in various

materials: elemental metals (Au, Ni, Ru, W), semiconductors

(Si, B4C, polystyrene) and insulators (diamond, SiC, Si3N4). In

all of them, we can see characteristic kinks in the total cascade

size when the photon energy crosses an ionization potential of

a target element. At the crossings, the main contribution to

the cascade size comes from the Auger electron instead of

the photo-electron. Then, with further increase of the photon

energy, the average Auger-electron range stays nearly

constant, whereas the photo-electron range increases conti-

nually and becomes almost equal to the cascade size.

In this work, the Auger-electron range is calculated using

the Monte Carlo simulation, and not within the continuous

slowing-down approximation. This is why the Auger-electron

ranges do not always stay constant for photon energies

between ionization potentials of a target element, which is

especially pronounced in heavy elements. With the change of

the photo-absorption cross section, the probability of creating

an Auger electron may change, which results in changes in the

average Auger-electron ranges. We clearly observe this in an

example of ruthenium at low energies where the Auger-elec-

tron range decreases smoothly due to increasing valence-shell

photoabsorption in this photon energy region.
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Figure 4
Parameters of cascades induced by an electron or a photon of given
energy in polystyrene, silicon and gold. The x axis shows the energy of the
impact particle (electron – solid curves; photon – dashed curves). The plot
presents the incident electron range (depending on the incident electron
energy), the photo-electron range (depending on the incident photon
energy), the size of the electron-induced cascade and the size of the
photon-induced cascade (see definitions in the text). Ranges of photon-
induced Auger electrons are also shown.

Figure 5
Left axis: photon-induced electron cascade duration in ruthenium defined
in two ways: as the full width at half-maximum of the electron density
derivative (green curve), and as the time instant where electron density
reaches 90% of the total density (red curve). Right axis: photon-induced
electron cascade size in ruthenium as a function of incident photon
energy (black curve).



Fig. 7 compares photon-induced cascade sizes in the

materials studied. This demonstrates that cascades in solids

increase in size with the photon energy at different rates: light-

element materials (polystyrene, diamond, SiC, Si3N4) with the

relatively low ionization potentials of K-shells produce larger

cascades with the increase of photon energy. The heavier-

element materials (gold, ruthenium, tungsten, nickel) with

deeper-lying core holes have significantly more compact

cascades at high X-ray energies. This result suggests that the

characteristic drops in the cascade size can be used to reduce

the cascade spread by adjusting the photon energy in a

given material.

Depending on the application, cascade size may thus be

controlled by selecting a material with desired properties.

Alternatively, for a given material, the photon energy tailored

across ionization potentials may noticeably change the elec-

tron spread, thereby changing the density of excited electrons

in a cascade. Since the induced electron density has practical

implications [e.g. defining the damage threshold of the

material (Ziaja et al., 2015), or transient changes of the optical

properties (Medvedev, 2015)], the findings presented for the

X-ray-induced cascade sizes may be used in future experi-

ments and applications.

Note that, when designing a particular experiment or

application, it is important to take into account experimental

conditions that directly influence the cascading process, but

are not considered here, e.g. photon angle of incidence,

particular polarization and electron escape from the irradiated

target. These effects can be consistently and easily included in

the framework of the XCascade3D model, so we expect that

the model may be useful for designing specific experiments.

4. Conclusions

Using the Monte Carlo simulation tool XCascade3D, we

demonstrated that the size of photo- or electron-induced

electron cascades may be larger than the corresponding

electron range. This effect is especially pronounced at rela-

tively low electron energies in heavy elements, whereas at

high-incident electron energy the electron range essentially

coincides with the cascade size.

The simulations suggest that the cascade size induced by a

photon is systematically smaller than the electron-induced

cascade size in the case of equal incident energy of the elec-

tron and the photon. This effect can be attributed to the fact

that photons are absorbed predominantly by the deepest

possible shell (with ionization potential smaller than the

photon energy), thereby producing photo- and Auger elec-

trons with smaller energies than the incident electron energy

in the case of the electron-induced cascade. Redistributing

energy provided by a photon to a few electrons (photo- and

Auger) shortens the cascade, making it more compact with

respect to those produced by an electron impact.

We also demonstrated that targets consisting of light

elements typically have larger cascades at high photon ener-

gies than those of heavy elements, owing to the fact that heavy

elements have deep lying shells with ionization potential in the

X-ray range. This is in addition to the fact that the photon

attenuation length is also larger in heavy-element materials.

The absence of deeply lying shells in light elements makes

photo-electron energies higher, inducing temporally longer

and spatially larger cascades.

Note that the spatial electron- and energy-density distri-

butions produced in an electron cascade may be drastically

different from uniform ones with the size estimated either in

the electron range or the size of the cascade investigated here,

as indicated by Follath et al. (2019). Whenever spatial distri-
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Figure 6
Sizes of the cascades induced by a photon of given energy in various
materials, compared with the photo- and Auger-electron ranges. Targets
are arranged by increase of the average atomic number.

Figure 7
Sizes of the cascades induced by a photon of given energy in different
materials. Materials are listed by increase of the average atomic number.



bution plays a role in an experiment, a dedicated study of a

similar kind may be required for a quantitative description.

XCascade3D can provide the 3D distribution of the electrons

(Follath et al., 2019) and their energies (Milov et al., 2018,

2020) in the cascade and could therefore be useful for

respective applications as well.

For practical applications where the material can be chosen

freely, at a given photon energy, the cascade size may be set by

choosing light-element (for larger cascades at hard X-rays) or

heavy-element (for smaller cascades) targets. In applications

where the material is given but the photon energy can be

varied, adjusting it around the core electronic levels may

shorten electron cascades. These effects may be important

for the interpretation of experimental data, and for practical

applications that depend on the electron densities and

cascade spreads.
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